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Abstract 

¢Ƙƛǎ 5ŜƭƛǾŜǊŀōƭŜ ƛǎ ǇŀǊǘ ƻŦ ǘƘŜ aŜa!5 ǇǊƻƧŜŎǘΩǎ ²tрΣ Human processing in multimodal 
content description, which explores human approaches to processing and describing 
audiovisual broadcast and media content (as a specific type of multimodal content), 
and compares them with machine-based approaches. In light of the advances and 
current limitations of machine-ōŀǎŜŘ ŀǇǇǊƻŀŎƘŜǎΣ ŀƴŘ ƛƴ ƭƛƴŜ ǿƛǘƘ ǘƘŜ ǇǊƻƧŜŎǘΩǎ ŀƛƳ ǘƻ 
advance this field, especially with regard to video scene description and audiovisual 
ǎǘƻǊȅǘŜƭƭƛƴƎΣ ƛǘ ǿŀǎ ŘŜŎƛŘŜŘ ǘƘŀǘ ƻƴŜ ƻŦ ǘƘŜ ǇǊƻƧŜŎǘΩǎ ǿƻǊƪ ǎǘǊŜŀƳǎ ǿƻǳƭŘ ŦƻŎǳǎ ƻƴ 
comparing machine-based and human methods for describing audiovisual content with 
the aim of identifying characteristic patterns of each method and informing the further 
development of machine-based algorithms. 

This Deliverable describes the work carried out in Task 5.2, Key Characteristics of 
Human and Machine Video Description, which requires a comparative analysis using the 
crowdsourced captions derived from the training datasets, human-generated audio- 
and content descriptions, and machine-generated video descriptions derived from our 
computer model. The Deliverable begins with consideration of the training datasets 
employed to ready the machine ahead of processing the MeMAD Video Corpus (MVC) 
using the DeepCaption feature extraction model. Comparative analysis is then 
performed on the human descriptions and the first iteration of machine descriptions, 
as the sole source of images/captions upon which the MDs have been built. 

A number of problems arising from both the training data and methodologies 
employed are discussed in relation to the first-iteration MD, including issues arising 
from the approach to crowdsourcing captions, actions taken to increase MD processing 
speeds and the ongoing difficulties associated with accurate object recognition and 
interconnectivity between multiple objects occurring in a single image. We conclude 
the first section of our report with a number of suggestions for improvement, both in 
relation to training data compilation and the delivery of algorithm and feature 
extraction for generating machine-derived video captioning.  

In consideration of the second strand of our human vs. machine description research, 
we report on a case study conducted at Finnish national broadcaster, YLE, investigating 
the way archive editors search for and retrieve moving images for programme-making 
and re-sale. Interviews were conducted with the teams responsible for finding highly 
specific extracts from past broadcast productions for the purposes of commercial re-
sale or in-house repurposing. In this case, the video captioning needs of the putative 
archive audience differ from those of the at home video consumer, with broader 
narrative concerns de-prioritised in favour of rapid retrieval via keywords and phrases.  

Associated issues such as caption quality and end-user relevance are explored from 
both a practical and an ethical stance. 

The report closes with a discussion of next steps to include: advances in multimodality; 
methods for promoting a diversification of the lexicon used in the machine-generated 
descriptions; and enhancing visual (and potentially audio) character tracking as a first 
step towards building sequential narrative. 

 



 
 

3 

 

MeMAD - Methods for Managing Audiovisual Data 

Deliverable 5.2  

  



 
 

4 

 

MeMAD - Methods for Managing Audiovisual Data 

Deliverable 5.2  

Contents 

Introduction ............................................................................................................................................. 5 

Part A .......................................................................................................................................... 6 

1 Introductory remarks ...................................................................................................................... 6 

2 Audio Description and Content Description .................................................................................... 7 

3 Approaches to Analysing Video Captions ........................................................................................ 8 

3.1 /ǊŜŀǘƛƴƎ ǘƘŜ aŜa!5рлл ±ƛŘŜƻ /ƻǊǇǳǎ όΨa±/Ωύ ..................................................................... 9 

3.2 EstablisƘƛƴƎ ƴŀǊǊŀǘƛǾŜƭȅ ǎƛƎƴƛŦƛŎŀƴǘ ΨƪŜȅ ŜƭŜƳŜƴǘǎΩ ............................................................... 10 

3.3 Audio description capture ..................................................................................................... 11 

3.4 Creating the content descriptions ......................................................................................... 12 

3.5 Production of captions for the MVC and training data ......................................................... 15 

3.5.1 Video Captions............................................................................................................... 15 

3.5.2 Training data .................................................................................................................. 17 

3.6 Corpus compilation and analysis ........................................................................................... 19 

4 Corpus Comparison: Overview ...................................................................................................... 22 

5 Video Captions: Quality Assessment ............................................................................................. 24 

5.1 Methodological Issues ........................................................................................................... 24 

5.2 Computer Vision Problems .................................................................................................... 29 

5.3 Linguistic Considerations ....................................................................................................... 37 

6 Video Sequencing .......................................................................................................................... 45 

Part B ......................................................................................................................................... 48 

1 Introductory remarks .................................................................................................................... 48 

2 Data Analysis ................................................................................................................................. 48 

3 Content description at Yle ............................................................................................................. 50 

4 Analysis of Content Descriptions ................................................................................................... 55 

5 Findings on the whole corpus ....................................................................................................... 60 

5.1 Structure ................................................................................................................................ 60 

5.2 Level of granularity ................................................................................................................ 61 

5.3 Description of speech ............................................................................................................ 63 

5.4 Cohesion ................................................................................................................................ 64 

5.5 Linguistic features ................................................................................................................. 65 

6 Summary ....................................................................................................................................... 68 

PART C ....................................................................................................................................... 70 

Conclusions and Recommendations ..................................................................................................... 70 

 

 



 
 

5 

 

MeMAD - Methods for Managing Audiovisual Data 

Deliverable 5.2  

Introduction 

In Deliverable 5.1, we reviewed the cognitive-pragmatic frameworks of human discourse 

modelling and storytelling and outlined the research design, data processing and annotation 

protocols applied in WP5, to demonstrate the work undertaken in this WP in the first year of 

the MeMAD Project. The present report reflects how the project has moved forward, shifting 

the focus to a comparative study of first-iteration machine descriptions produced by the 

MeMAD computer vision team, comparing them with human-generated descriptions of the 

same material.  The MeMAD Video Corpus (MVC), created in the first phase of this study and 

outlined in D5.1, formed the basis of this work with descriptions and annotations of 500 film 

extracts being the subject of our analysis. 
 

In Part A, we report on the comparative analysis of human descriptions of the MVCτi.e. 

content descriptions (CD) and audio descriptions (AD)τwith the first iteration of machine-

generated descriptions (MD) for the MVC using the DeepCaption feature extraction model. 

The analysis combines corpus-based and discourse-oriented approaches to identify the 

narrative elements that are characteristically selected for description and to explore how they 

are expressed linguistically. We identify similarities and differences in manually and 

automatically produced descriptions and evaluate the quality and usability of each type of 

description. To explore the differences further, we also discuss the process of creating 

crowdsourced captions which form the training datasets for the machine-based descriptions.  
 

Part B reports on a separate study undertaken within the company archive service at Finnish 

National broadcaster, Yle. Moving the emphasis away from video description for consumer 

access (the focus in Part A) and in the direction of information search and retrieval in a 

commercial film archive, this section reports on current practices for generating metadata-

type captions of video content for the purposes of re-use and re-sale. It is envisaged that 

understanding human methodologies and cataloguing behaviours in this way could indicate 

where improvements and efficiencies in practice might occur, as the precursor to greater 

standardisation and ultimately, semi-automation of marginal activities (i.e. those which are 

currently not cost-effective when performed by a human operative). 
 

We conclude, in Part C, with recommendations and suggestions for future research paths both 

within the project and beyond. To this end, we consider: the validity of crowdsourced training 

data in the context of building models to perform complex, human-like tasks; issues of 

reliability in object identification and character recognition and possible approaches to 

resolving these; lack of cohesion and narrative sequencing in computer-generated captioning 

and perceived opportunities to explore artificial cohesion techniques though the application 

of linguistic and image-based strategies; the ethical and moral implications of endorsing semi-

automation/automation as an ersatz form of video description which may meet the minimum 

requirements of regulatory frameworks and quotas, but is unlikely to deliver a service with 

any demonstrable consumer benefit in its current form. 
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Part A 

1 Introductory remarks 

 

We begin this Part of the Deliverable by recapping the nature of the MeMAD Video Corpus 

(MVC) and its purpose as a multimodal and narratively rich corpus of film material, moving on 

to discuss the two strands of human annotation used in the first iteration analysis, audio 

description (AD) and content description (CD). Owing to the disparate nature of these two 

texts, we discuss the comparative merits of human-generated audio descriptions (AD) and 

content descriptions (CD), outlining the rationale for working more closely with CD, which we 

regard as our descriptive auŘƛƻǾƛǎǳŀƭ ΨƎǊƻǳƴŘ ǘǊǳǘƘΩΦ  

 

We then review the creation of these corpora (CD and AD) and our approach to annotation 

and analysis of the film material before shifting the focus to the machine-generated 

descriptions (MD) of the MVC, beginning with an overview of the state of the art of how video 

captions are produced and an exploration of the training datasets that were applied in the 

creation of the first-iteration MDs for the MVC corpus.  

 

The MDs generated via the MeMAD computer vision model are then compared with ADs and 

CDs of the same source material using a corpus-based approach, in which we identify and 

explore grammatical, lexical and semantic patterns in the parallel corpora, first considering 

corpus-wide statistics such as type-token ratio, word frequency and keyness data, before 

investigating individual parts of speech (nouns, verbs, adjectives etc.).  

 

This is followed by a quality assessment of the MDs. For this purpose, we group our 

observations into three principal categories, each of which impacts the quality of outputs: 

methodological issues, where problems are rooted in the nature of the training data; 

computer vision problems, which result from current limitations in object 

detection/identification; and linguistic problems, which are related to how the output of 

computer vison algorithms is rendered into natural language. This includes an exploration of 

relevant linguistic patterns in greater depth, engaging in the qualitative analysis of matters 

like lexical variation and granularity, semantic choices and, the impact of NLP and other factors 

on the production of linguistically cogent captions.  

 

We conclude this part with a brief analysis of linguistic features that are particularly relevant 

in connection with video sequencing and coherence creation, especially pronominalization 

and the treatment of referents (e.g. as new vs. given). We note the differences between the 

various parallel corpora with regard to the use of these features. 
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2 Audio Description and Content Description 

The initial expectation in the project was to harness human AD to inform the development of 

semi-automated solutions. A corpus-based approach was deemed appropriate, aimed at 

identifying patterns in human AD that are particularly relevant for the modelling of auto-

generated descriptions. However, few AD corpora have been compiled to date, and even 

fewer are publicly available (Salway, 2007; Jimenez & Seibel, 2012; Rohrbach et al. 2015; 

Matamala 2019). Preparations to compile our own corpus showed that differences in stylistic 

factors, density and granularity of available AD meant much current TV production content is 

of limited use to the audio extraction processes originally envisaged in the project. For 

example, while TV drama contains useful descriptions of narrative action which give insight 

into human meaning-making in story-telling, the extent of the AD is constrained by quick-fire 

direction (multiple short scenes and rapid shot-changes) and a shortage of audio hiatuses, 

such that the corresponding AD is minimal and largely a vehicle for announcing changes of 

ƭƻŎŀǘƛƻƴ όάƛƴ ǘƘŜ ǇǳōΧέύ ƻǊ ƛƴǘǊƻŘǳŎƛƴƎ ƴŜǿ ŎƘŀǊŀŎǘŜǊǎ όά.ŜǊƴŀŘŜǘǘŜ ŀƴŘ ¢ƛŦŦŀƴȅ ŀǊǊƛǾŜέύΦ 

Other TV genres also proved problematic. Documentaries, for example, generally lack a clear 

narrative within the AD, which serves the function of overlaying supplementary factual 

information where this is visually relayed. By contrast, film productions, due to their long-form 

narrative exposition, lend themselves to more elaborate and narratively sophisticated 

storytelling and AD scripting, with opportunities for the describers to paint an audio picture 

which does more than merely label the characters and their locations. This greater emphasis 

on explication in film storytelling is frequently matched by a richer lexicon and more complete 

descriptions than would be found in a standard television production. Lexically rich 

descriptions and contextualisation made feature-film AD a better candidate for inclusion in a 

corpus created specifically for our study. However, while AD has a perceived value in the 

context of informing machine-generated video descriptions, our pilot stage illustrated that 

extracting comprehensive visual information from AD can still prove problematic.  

 

Irrespective of the differences between different audiovisual genres, in any material the 

ŀōǎŜƴŎŜ ƻŦ ǎǳƛǘŀōƭŜ ƘƛŀǘǳǎŜǎ ƛƴ ǘƘŜ ŀǳŘƛƻ ǘǊŀŎƪΣ ŀƭƻƴƎ ǿƛǘƘ ǘƘŜ ΨƎƻƭŘŜƴ ǊǳƭŜΩ ƻŦ !5 ǘƘŀǘ ǇǊƻƘƛōƛǘǎ 

interruptions to the original sound track (Hyks, 2005), often limits the extent to which any 

supplementary visual information can be inserted into the source material. In the context of 

human comprehension this is not problematic. AD is not a stand-alone text; its purpose is to 

facilitate meaning-making in conjunction with the primary audio track containing dialogue, 

narration, sound effects, and musical scoring (Braun, 2011). It capitalises on the human ability 

to assimilate texts and sensory input by building mental models, establishing salience and 

relevance, and engaging skills of anticipation, inference and retrospective self-correction to 

retrieve the unsaid and the ultimately intended meaning (Braun, 2016; Fresno, Castellà & 

Soler-Vilageliu, 2016; Vandaele, 2012). This, in turn, like any other language mediation activity, 

encompasses an element of interpretation and subjectivity. Unsurprisingly, therefore, rule-

based methodologies for arriving at audio described outputs have largely eluded AD producers 

and researchers (ITC, 2000; AENOR, 2005), as there is a lack of consensus between describers 
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about what should be included and omitted (Vercauteren, 2007: 139; Yeung, 2007:241; 

Ibanez, 2010:144) and considerable variation between describers in the lexical breadth with 

which they choose to describe the selected elements (Matamala, 2019). 

 

Computer vision algorithms, by contrast, currently lack complex inferential capacity. Large-

scale captioned image and moving image datasets of the type used for machine learning are 

not sufficiently numerous, sizeable or broad-reaching to bridge this gap. For example, while 

most ŀǾŀƛƭŀōƭŜ ŘŀǘŀǎŜǘǎ όa{ /h/hΣ ¢DLCΣ ±ƛǎǳŀƭ DŜƴƻƳŜΣ wƻƘǊōŀŎƘΩǎ atLL-MD, Hollywood II) 

include still images or limited moving images, their application to training machines for the 

purposes of moving image description research is curtailed by the limited number of examples 

of each type of action or movement available. Whilst there are advances in parallel fields (e.g. 

task-driven facial recognition, emotion recognition, action detection etc.), the transferability 

of these different strands of research to narrative audiovisual content such as film is still a very 

challenging task.  

 

What emerges from this is two-fold. On the one hand, existing training datasets for machine 

learning are not entirely relevant to the description of narrative audiovisual content. On the 

other hand, the highly idiosyncratic and individualistic nature of human AD suggests that it 

alone cannot provide sufficient data from which to elicit patterns that can inform and guide 

the automated production of human-like descriptions. In order to meet the requirements of 

the MeMAD project, namely, combining human knowledge of describing audiovisual content 

with machine learning and computer vision approaches, it became necessary to look 

elsewhere for human-produced descriptions of audiovisual content that can be used to 

identify patterns and strategies of human approaches. In short, the solution was to employ 

simpler human-ǇǊƻŘǳŎŜŘ ΨŎƻƴǘŜƴǘ ŘŜǎŎǊƛǇǘƛƻƴǎΩ όƴƻƴ-interpretative) which more closely 

matched the types of description the machine is currently capable of producing (non-

interpretive, observational, object/action oriented). Of course, human-derived data inevitably 

includes a level of interpretation which introduces some element of idiosyncratic behaviour, 

as discussed above in relation to AD.  However, our approach to creating content descriptions 

was to preserve a functionality that was as descriptive and objective as possible. 

 

With regard to content descriptions, one set were created by the research team in English as 

a text sitting parallel to the AD and the machine description outputs, for the purposes of direct 

comparison (reported in the current Part A). In addition, a set of Finnish content descriptions 

supplied by Yle was analysed to explore authentic practices of making archive material 

accessible via search and retrieval practices (see Part B).  

 

3 Approaches to Analysing Video Captions  

Addressing the first task, as outlined above, i.e. that of analysing auto-generated video 

captions and comparing them with human-generated descriptions in order to understand 
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their structure and their current limitations led us to a corpus-based approach and the 

compilation of human descriptive corpora that are comparable with machine description 

outputs. For the reasons discussed above, this began with scrutiny of audio description texts. 

At first reckoning audio description appears the ideal candidate to fulfil the comparative brief 

as a linguistically and structurally sophisticated elaboration of the visual aspects of film 

material. Machine-generated video descriptions capture visual elements such as objects, 

characters, actions, locations and certain basic facial expressions, in a manner that is 

ostensibly similar to those selected by the human describer. However, the level of complexity 

in the narrative created by the audio describer far outweighs the lexically and syntactically 

naïve constructs currently produced by even the most advanced neural network model.  

 

Furthermore, the human being draws on cognitive skills to infer what cannot be explicitly 

included in the AD due to time limitations which are likely to be beyond reach in the field of 

computer vision for the foreseeable future. As pointed out above, an alternative, plainer 

version of human description was therefore deemed to be an important stepping stone in 

creating a multimedia corpus which promotes direct linguistic comparison between 

professional audio descriptions, human-generated content descriptions and machine-

generated descriptions. In addition, the type of audiovisual material to be used for this 

comparison needed to be considered carefully. As pointed out above, the genre of feature 

films offers the most complete and elaborate AD but is likely to be too complex for the current 

state of video captioning. This section explains our approach to creating datasets for the 

comparative analysis, i.e. our solution for the selection of audiovisual material, and the 

approaches to, and benefits of, creating different corpora of human descriptions, i.e. an AD 

ŎƻǊǇǳǎ ŀƴŘ ŀ ŎƻǊǇǳǎ ǿƛǘƘ ŀ ΨǇƭŀƛƴŜǊΩ ŎƻƴǘŜnt description.  

 

3.1 /ǊŜŀǘƛƴƎ ǘƘŜ aŜa!5рлл ±ƛŘŜƻ /ƻǊǇǳǎ όΨa±/Ωύ 

As stated above, feature films were selected for our study because of their professional quality 

audio description and narratively challenging content. Since large-ǎŎŀƭŜ ΨƻŦŦ ǘƘŜ ǎƘŜƭŦΩ ŀǳŘƛƻ 

description corpora were not freely available, feature films which are already in the public 

domain and contain reliably accurate AD tracks, seemed a feasible alternative. Cleary, long-

form and complex narrative of the type found in feature films is a giant leap for automated 

film captioning given the present state of the art, not least because concepts like sequencing 

and cohesion are absent. Nevertheless, a work-around for this problem was inspired by 

advances in automated visual storytelling (Huang et al., 2016) whereby short stories were 

devised by captioners using sets of five consecutive photos for the purposes of training the 

machine to orchestrate narrative. Our solution was to break down each of the feature films in 

our corpus into smaller, self-contained narrative units (somewhat similar to the short 

sequence photo experiment) with which, it was hypothesized, the machine might more 

successfully engage. 
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These took the form of stories-within-a-story (micro-narratives), containing clear, narratively 

significant beginning and end-points, and illustrating elements of crisis and resolution. 

IƻǿŜǾŜǊΣ ǘƘŜ ƛƴǘŜƴǘƛƻƴ ǿŀǎ ǘƘŀǘ ŜŀŎƘ ΨǎǘƻǊȅ-ŀǊŎΩ ǿƻǳƭŘ ōŜ ǘǊŜŀǘŜŘ ƛƴ ƛǎƻƭŀǘƛƻƴ ŦƻǊ ǘƘŜ Ƴƻǎǘ 

part, without recourse to the greater insights available in the storyline beyond the micro-

narratives themselves. In total, 501 extracts were studied from across a body of 44 feature 

length films, with each extract representing one brief micro-ƴŀǊǊŀǘƛǾŜ όΨǎǘƻǊȅ ŀǊŎΩύ ƻŦ ōŜǘǿŜŜƴ 

мл ǎŜŎƻƴŘǎ ŀƴŘ н ƳƛƴǳǘŜǎΩ ŘǳǊŀǘƛƻƴΦ {ŜƭŜŎǘƛƻƴ ƻŦ ŀƴ ŜȄǘract was dependent on there being a 

minimum of five separately identifiable images or actions across the duration, in order that 

the computer might detect visible change.  

 

Mindful of the lack of sophistication in current machine-generated video descriptions, we 

selected examples of basic social interaction as the focus of our data mining exercise. Uniform 

ǇŀǊŀƳŜǘŜǊǎ ǿŜǊŜ ŀǇǇƭƛŜŘ ǘƻ ǘƘŜ ǎŜƭŜŎǘƛƻƴ ƻŦ ΨǎǘƻǊȅ ŀǊŎǎΩ ƛƴ ƻǊŘŜǊ ǘƻ ǎǘŀƴŘŀǊŘƛǎŜ ǘƘŜ ŘŀǘŀǎŜǘΣ 

and facilitate meaningful comparison and evaluation between human descriptions and those 

produced by machine learning techniques: 

 

Category Criteria Observations 

Source Text Must contain audio 
description 

Required to explore value of AD for informing 
computer-generated descriptions 

Persons 1 or 2 principal characters Incidental characters and small groups of 
people in the background of shots also 
permitted. 

Actions Minimum of 4 or 5 simple, 
common actions 

e.g. sitting, running, talking, walking, hugging, 
kissing  

Duration 20 secs ς 3 minutes Limited duration story arcs should simplify 
sequence modelling 

Storyline Self-contained micro-
narrative 

e.g. initiating action/crisis, proposed solution, 
action based on solution, consequence, result 

Objects Unlimited Although no limitation was put on the number 
of objects in an extract, only those objects 
regarded as key to the action were included in 
our annotations 

Figure 1: Common features of video extracts 

 

3.2 9ǎǘŀōƭƛǎƘƛƴƎ ƴŀǊǊŀǘƛǾŜƭȅ ǎƛƎƴƛŦƛŎŀƴǘ ΨƪŜȅ ŜƭŜƳŜƴǘǎΩ 

As has been previously established (D5.1, p.35), audio description alone cannot supply the 

answers we seek in terms of a comprehensive and comparable text for training computer 

vision models to describe audiovisual material.  

 

At the most basic level of meaning-making, as both consumers and creators of multimodal 

material, we are able to identify the fundamental building blocks of plot exposition. For the 

ǇǳǊǇƻǎŜǎ ƻŦ ǘƘƛǎ ǎǘǳŘȅ ǿŜ ŎƘƻǎŜ ǘƻ ƭŀōŜƭ ǘƘŜǎŜ ŎƻƴǎǘƛǘǳŜƴǘ ǇŀǊǘǎ ΨƪŜȅ ŜƭŜƳŜƴǘǎΩΦ ¢ƘŜȅ ŎƻƳǇǊƛǎŜ 
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five essential markers which are universally present in traditionally structured narrative (post-

modern and avant-garde storytelling being exceptions to this rule):  

 main characters (e.g. man, woman, young girl, small boy) 

 actions (e.g. sitting, walking, talking, eating) 

 locations (e.g. at the office, in the kitchen, on a road) 

 ƳƻƻŘκ ŜƳƻǘƛƻƴŀƭ ǘŜƳǇŜǊŀǘǳǊŜ ƻŦ ǘƘŜ ǇƛŜŎŜΩ όŜΦƎΦ ƘŀǇǇȅΣ ǎŀŘΣ ŀƴƎǊȅ ŜǘŎΦύ 

 salient objects (e.g. car, desk, bed) 

 

To this list, we added the optional ΨƎŜǎǘǳǊŀƭκōƻŘȅ ƭŀƴƎǳŀƎŜΩ ŎŀǘŜƎƻǊȅ όŜΦƎΦ ŀ ǎƘǊǳƎΣ ŀ ǇƻƛƴǘƛƴƎ 

finger) where called for in the film extract.  

 

Establishing the nature of these important cues is generally the first task of the viewer, since 

without a gauge of mood, characterisation and the ǎŜǘǘƛƴƎ ƻŦ ƴŀǊǊŀǘƛǾŜ ŀŎǘƛƻƴΣ ǘƘŜ ǾƛŜǿŜǊΩǎ 

inferential skills cannot be fully engaged. Whether or not these initial questions are answered 

instantly by reference to the film text, the viewer progresses to attempting an understanding 

of the action taking place, applying other kinds of multimedia cues to facilitate this process. 

These layers of meaning-making were discussed in detail in D5.1 (section 4.3) but essentially 

mark a non-ƭƛƴŜŀǊ ǇǊƻƎǊŜǎǎƛƻƴ ŦǊƻƳ ΨƪŜȅ ŜƭŜƳŜƴǘǎΩ ǘƘǊƻǳƎƘ ŀ ōŀǎƛŎ ǳƴŘŜǊǎǘŀƴŘƛƴƎ ƻŦ ǘƘŜ ƻƴ-

ǎŎǊŜŜƴ ŀŎǘƛƻƴ όƻǳǊ ΨŎƻƴǘŜƴǘ ŘŜǎŎǊƛǇǘƛƻƴǎΩύΣ ǘƻ ƛƴǘŜǊǇǊŜǘŀǘƛƻƴ ƻŦ ŀŎǘƛƻƴǎ ōȅ ǊŜŦŜǊŜƴŎŜ ǘƻ ǘƘŜ 

ǿƛŘŜǊ ǎǘƻǊȅƭƛƴŜ όΨŜǾŜƴǘ ƴŀǊǊŀǘƛƻƴΩύΣ ŎƻƴŎƭǳŘƛƴƎ ǿƛǘƘ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴ ƻŦ ǎǘƻǊȅ ƎǊŀƳƳŀǊ ǇǊƛƴŎƛǇƭŜǎ 

ǘƻ ŘƛǎŎŜǊƴ ǘƘŜ ǎƘŀǇŜ ƻŦ ǘƘŜ ƴŀǊǊŀǘƛǾŜ ΨŀǊŎΩΦ ±ƛŜǿŜǊ ŜƴƭƛƎƘǘŜƴƳŜƴǘ if ultimately achieved 

through immersion in coherence seeking activities in order to extract inference and intention 

from the perspective of the storyteller. 

 

As the first stage of multimedia accessibility, 'key elements were explored not only as a means 

of deconstructing the mental modelling process, but were also extracted from the MVC for 

their potential to inform comparisons with metadata and other forms of moving image 

tagging, should this be automatically generated in the context of archive materials later in the 

project.  

 

¢ƻ ǎǳƳƳŀǊƛǎŜΣ ǘƘŜ ǾŀƭǳŜ ƻŦ ŜȄǘǊŀŎǘƛƴƎ ΨƪŜȅ ŜƭŜƳŜƴǘǎΩ ŀǎ ŀƴ ŜƴǘǊȅ Ǉƻƛƴǘ ǘƻ ǘƘŜ ŀƴƴƻǘŀǘƛƻƴ ŀƴŘ 

analysis process is that they are the sine qua non of dramatic texts. Although all of these 

elements may not be present at any single juncture, a combination of two or more at any 

given time will generally be critical to plot development and exposition and can therefore be 

regarded as narratively important.  

 

3.3 Audio description capture 

The audio descriptions were captured and transcribed as text from the audio descriptive track 

delivered in parallel with the selected film productions comprising the MeMAD Video Corpus 

(MVC). As such, this material was produced by professional audio describers and their scripts 

represent interjections typical of the kind advocated by film production companies (i.e. 
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dialogue-hiatus bound, narratively-driven, cognitively accessible). It was initially anticipated 

that such elaborate descriptions would provide information salient to the visual aspects of 

each film production against which the veracity and value of machine-derived descriptions 

created from the same source material might be assessed. However, not only is the process 

of arriving at relevant and timely audio descriptions highly complex as a cognitive and linguistic 

exercise it is, by its nature, also an incomplete text covering a very specific sub-group of visual 

elements required to aid (primarily) sight-impaired audiences.  

 

In short, AD is applied to describe only those aspects of the film which the viewer cannot 

readily detect for themselves using the accompanying soundscape, whether dialogue, sound 

effects, non-verbal utterances or musical scoring. Visual cues for which simultaneous audio 

markers may be discovered either independently or in parallel with the on-screen action (e.g. 

dramatic music and the sound of a person screaming accompanying scenes of a burglary) and 

could therefore be regarded as redundant, are generally omitted from the AD.  Such omissions 

represent a significant problem when considering AD in terms of a text through which to 

inform improvements to computer-ƎŜƴŜǊŀǘŜŘ ǾƛŘŜƻ ŎŀǇǘƛƻƴǎΣ ƎƛǾŜƴ ǘƘŀǘ ǘƘŜ ƳŀŎƘƛƴŜ άǎŜŜǎέ 

ōǳǘ ŘƻŜǎ ƴƻǘ ǎƛƳǳƭǘŀƴŜƻǳǎƭȅ άƘŜŀǊέ ŀǘ ǇǊŜǎŜƴǘΦ CƻǊ ǘƘŜǎŜ ǊŜŀǎƻƴǎΣ ƛǘ ǿŀǎ ŎƻƴŎƭǳŘŜŘ ǘƘŀǘ !5 

did not provide the solution to training computers to deliver human-like video captions. AD 

does, however, represent a useful comparative text from which to determine the narratively 

salient visual cues from a human perspective in circumstances where these cannot be 

determined from the audio landscape. AD also contributes value in supplying data relating to 

the lexical characteristics of human description. Thus, as a professionally crafted corpus, 

movie AD can be said to comprise a high-quality body of material written in a style that is both 

lexically rich and narratively sophisticated. To this extent, the linguistic corpus derived from 

the AD track is reliable and considered (i.e. contains minimal errors either in comprehension 

of source materials or exposition in the AD output). The details of compiling the AD corpus are 

outlined in section 3.6). 

 

3.4 Creating the content descriptions 

Having determined that AD would not provide a one-stop-shop for sourcing linguistic material 

from which to extract comprehensive visual summarisations of film material, it was necessary 

to seek alternative annotations data in order to study human descriptive practices in 

comparison with machine video captioning. Our approach was inspired by our work with 

Finnish broadcaster Yle in the MeMAD consortium and by a consideration of archive retrieval 

approaches, meta data and ancillary texts (screenplays, scripts, programme guides). Archive 

retrieval within the broadcasting industry is founded in metadata and the tagging of video 

programming, and this practice is generaƭƭȅ ǊŜŦŜǊǊŜŘ ǘƻ ŀǎ ΨŎƻƴǘŜƴǘ ŘŜǎŎǊƛǇǘƛƻƴΩΦ LƴŘǳǎǘǊȅ 

moving-image annotations are search-focused (personality-biased, relatively granular in 

nature, sales-oriented) and more prosaic than audio description, having less narrative 

interpretation and more overt labelling of key visual information.  
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As one strand of the project aims at enhancing automated description services, the creation 

of content descriptions for the MVC, designed to inform computer-led video search and 

retrieval, appeared to be a reasonably attainable goal. In order to safeguard objectivity as far 

as possible (bearing in mind that the points made about the subjectivity of AD apply to any 

form of human description/translation), the brief applied to building our human-generated 

ΨŎƻƴǘŜƴǘ ŘŜǎŎǊƛǇǘƛƻƴǎΩ ŎƻǊǇǳǎ (CD) was to create a factual description of all discernible action 

occurring on screen while avoiding incursions into interpretation. Although the descriptions 

were kept brief, there was no need for them to fit around dialogue and other elements of the 

sound track. In practice, the standard applied to compiling content descriptions across the 

MVC was that the human annotator should identify actions and objects that are key to the 

narrative, and describe those elements in relation to each other and the micro-narrative 

within which they were situated, without reference to events or themes derived from outside 

the current film extract.  

 

!ǎ ŀ ǊŜǎǳƭǘΣ ǘƘŜ /5 ŎƻǊǇǳǎ Ŏŀƴ ōŜ ǊŜƎŀǊŘŜŘ ŀǎ ŀ ŦǳǊǘƘŜǊ ΨƎǊƻǳƴŘ ǘǊǳǘƘΩ ŀƎŀƛƴǎǘ ǿƘƛŎƘ ƳŀŎƘƛƴŜ 

descriptions, governed by similar limitations inherent within the automation model, might be 

critically evaluated. Predictably, lexical variation within the AD is 29.66% greater when 

measured against the CD corpus (using word-types, see Figure 7), which reflects the more 

filmic, descriptive remit prevailing in most AD guidelines. In the TGIF study, Li et al. (2016) 

compared AD (using the LSMDC dataset) and the human descriptions created in the process 

of captioning a set of animated GIFs. The LSMDC dataset was generated from commercial films 

and the descriptions were produced by professional descriptive video services; the TGIF 

dataset was created by online users and the captions were crowdsourced. The results revealed 

salient differences between the two datasets in terms of language complexity, visual/textual 

association and the scene segmentation. With regard to the language complexity, the 

professional describers used more complex and expressive phrases to make the videos more 

comprehensible for the visually impaired target audience whereas the crowdsourced 

captioners only described major visual content without using expressive language. In terms of 

visual/textual association, video descriptions often contain the contextual information that 

might not exist in a single video clip but can be grasped by humans from the video/film. By 

contrast, the animated GIFs lack any surrounding context. Following observation of this 

phenomenon, Li et al., discovered that 20.7% of the sentences in LSMDC contain at least two 

pronouns, while in their TGIF dataset this number is only 7%. Another difference between the 

two datasets involved scene segmentation. Since the video clips in LSMDC are segmented 

through aligning speech recognition results to transcriptions, it is likely that some errors would 

occur in the process of sequence representation (either at the beginning or the end of the 

clip). This is not the case with the GIFs which are normally well segmented. The Li et al. (2016) 

study showed that 15% of the LSMDC clips and 5% of animated GIFs were not well segmented. 

 

Figure 2 below shows the key elements for one of our clips (taken from 500 Days of Summer), 

the dialogue transcript, the two types of human description we have used in our analysis to 
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data, and an example of a screenplay (in two versions ς draft and final) to illustrate the 

differences. The inclusion of the screenplay also serves to illustrate why we did not pursue the 

potentially possible avenue of obtaining screenplays and using them in our corpus.  

 

Clip #200115 (500 Days of Summer, 2009) 
Key Elements  

C- A man; a woman. 
A- Walking; browsing; talking, picking up (a record); showing (a 
record); smiling; opening (door); leaving (shop). 
L- Street; music store. 

 

M- Sad. 
O- Records. 
OT- Rolling eyes. 

 Dialogue Audio Description Content Description Script (2006 Draft) Script (2008) 

1   Later they are in a 
music store. 

Tom and Summer are in 
a music store, browsing. 
Summer looks unhappy. 

INT RECORD STORE ς 
NIGHT 
Tom and a much more 
in control Summer walk 
down the aisles. He 
grabs one.  

INT RECORD STORE ς 
NIGHT 
Tom and a much more 
in control Summer walk 
down the aisles. He 
grabs one.  

2 Tom: It pains me we 
live in a world 
where nobody has 
heard of Spearmint. 

    Tom: It pains me that 
we live in a world where 
ƴƻ ƻƴŜΩǎ ŜǾŜǊ ƘŜŀǊŘ ƻŦ 
Spearmint. 

Tom: It pains me that 
we live in a world where 
ƴƻ ƻƴŜΩǎ ŜǾŜǊ ƘŜŀǊŘ ƻŦ 
Spearmint. 

3 {ǳƳƳŜǊΥ LΩǾŜ ƴŜǾŜǊ 
heard of them. 

  Summer sounds 
annoyed. 

{ǳƳƳŜǊΥ LΩǾŜ ƴŜǾŜǊ 
heard of them. 

{ǳƳƳŜǊΥ LΩǾŜ ƴŜǾŜǊ 
heard of them. 

4 Tom: I put them on 
the mixtape I made 
ȅƻǳΦ ¢ƘŜȅΩǊŜ ǘǊŀŎƪ 
one. 

  Tom is surprised. ¢ƻƳΥ !ƴŘ ƛǘΩǎ ǇŀƛƴŦǳƭΦ 
Oh look. 

¢ƻƳΥ ¢ƘŜȅΩǊŜ ƻƴ ǘƘŀǘ 
disc I made you. (beat) 
¢ƘŜȅΩǊŜ ¢ǊŀŎƪ мΦ 

5 Summer: Oh, yeah.   Summer looks 
uninterested.  

 Summer: Oh. 

6   Summer nods, 
unconvincingly.  

Tom rolls his eyes; he 
looks disappointed. 

  

7   Tom finds the Ringo 
Starr record. 

Tom picks up a Ringo 
Starr record; he laughs 
and shows it to 
Summer. She smiles 
unimpressed. 

He grabs a Ringo Starr 
album and shows it to 
ƘŜǊΣ Ƨǳǎǘ ŀǎ ǿŜΩǾŜ ǎŜŜƴ 
on Page 7. She smiles 
and they continue on 
down the aisles.  

Tom shakes that off, 
grabs a Ringo Starr 
album and shows it to 
ƘŜǊΣ Ƨǳǎǘ ŀǎ ǿŜΩǾŜ ǎŜŜƴ 
in the beginning. She 
smiles and they 
continue on down the 
aisles.  

8   Summer gives a tight 
smile and walks away 
from the record 
stand. Tom reaches 
out to take her hand, 
but she pulls away.  

Summer walks away; 
Tom follows her and 
tries to hold her hand. 
Summer moves away 
and Tom looks sad. 

In CU, Tom goes to hold 
{ǳƳƳŜǊΩǎ ƘŀƴŘΦ .ǳǘ 
something happens. It 
could be a total 
coincidence, but just as 
his hand approaches 
hers (in SLO-MO), she 
moves it away and 
keeps it at her side. Tom 
puts his hands in his 
pockets, unsure if 
ǘƘŜǊŜΩǎ ǎƻƳŜǘƘƛƴƎ ǘƻ 
read in that. 

In CU, Tom goes to hold 
{ǳƳƳŜǊΩǎ ƘŀƴŘΦ .ǳǘ 
something happens. It 
could be a total 
coincidence, but just as 
his hand approaches 
hers (in SLO-MO), she 
moves it away and 
keeps it at her side. Tom 
puts his hands in his 
pockets, unsure if 
ǘƘŜǊŜΩǎ ǎƻƳething to 
read in that. 

9   With a disappointed 
sigh, Tom follows 
Summer out of the 
shop. 

    

10 [SFX WIND CHIME]   Summer opens the door 
and leaves the shop; 
Tom is right behind her.  

  

11 [SFX DOOR CLOSES]       

Figure 2: Annotations of clip 2001151 

                                                           
1 Screenplay: Neustadter & Weber (2008). 500 Days of Summer.  
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The example shows that the Content Description provides a factual and continuous 

ŘŜǎŎǊƛǇǘƛƻƴ ƻŦ ǘƘŜ Ƴŀƛƴ ŜƭŜƳŜƴǘǎ ƻŦ ǘƘŜ ŀŎǘƛƻƴΣ ǊŜƎŀǊŘƭŜǎǎ ƻŦ ǿƘŜǘƘŜǊ ƛǘ ΨƻǾŜǊƭŀǇǎΩ ǿƛǘƘ ǘƘŜ 

dialogue. It is intended for written use only. The Audio Description, by contrast, whilst also 

being factual and in the above example also largely focussed on what can be seen, does not 

provide a continuous description, as the AD segments alternate with the dialogue throughout 

the sequence. The screenplay is shown here in different versions, which are both available 

online. However, screenplays are difficult to obtain (as opposed to film scripts made by fans 

and normally containing no more than the film dialogue). In addition, they are not necessarily 

correct and/or difficult to process. For example, the 2008 version of 500 Days of Summer is 

available only as a non-searchable pdf. Although it is closer to the actual film dialogue than 

the 2006 draft, some discrepancies remain. More important in our context, the descriptions 

are not necessarily complete (see e.g. sections 5 and 6) and they do not always present 

ǇƘȅǎƛŎŀƭ ŘŜǎŎǊƛǇǘƛƻƴǎ ƻŦ ǿƘŀǘ Ŏŀƴ ōŜ ǎŜŜƴ όŜΦƎΦ ƛƴ ǎŜŎǘƛƻƴ т ά¢ƻƳ ǎƘŀƪŜǎ ǘƘŀǘ ƻŦŦέ ŀƴŘ 

throughout section 8). They also sometimes contain references to the script itself (see section 

7), and not all descriptions are correct (e.g. the reference to SLO-MO in section 8).  

 

In relation to our further explorations, i.e. explorations relating to the structure of the micro 

ƴŀǊǊŀǘƛǾŜǎ όΨ{ǘƻǊȅ DǊŀƳƳŀǊǎΩύΣ ƛǘ ƛǎ ŀƭǎƻ ƴƻǘŜǿƻǊǘƘȅ ǘƘŀǘ ǘƘƛǎ ƛƴŦƻǊƳation is not normally 

indicated in the script. Only in exceptional cases is a detailed analysis of the film available, 

which may help in story grammar analysis. In the case of 500 Days of Summer, for example, 

script reader pro, a website teaching screenplay writing2 ŘŜŎƻƴǎǘǊǳŎǘǎ ǘƘŜ ŦƛƭƳΩǎ ǎŎǊŜŜƴǇƭŀȅ 

into the characteristic seven-sequence, three-act structure, whereby each act is shown to be 

constructed of several steps (inciting incident ς call to action ς midpoint ς big event/turning 

point ς denouement).  

 

3.5 Production of captions for the MVC and training data 

3.5.1 Video Captions 

The film clips in the MVC corpus were sub-divided into three tranches, horizontally (first-third 

of film extracts from each movie belonging to one tranche; second-third of film extracts from 

each movie belonging to the second tranche, etc.). By processing the film material in this way, 

we had planned to use the first tranche clips to produce first-iteration descriptions, and 

reserve the second and third tranches for later machine iterations. The concept underlying 

this corpus splitting exercise was that results produced from later iterations of the machine 

description algorithm might potentially become corrupted by the film material having 

previously been exposed to machine processing as test data. However, the dangers of test 

data serving dual-purpose as training data in this manner were considered to be negligible. 

For this reason, it was decided to process all clips in the film corpus to produce the first 

                                                           
2006 version (draft): http://www.cinefile.biz/script/500daysofsummer.pdf.  
2008 version: 
https://static1.squarespace.com/static/5a1c2452268b96d901cd3471/t/5b987b06cd8366dd19611a09/1536719631052/500DaysofSummer
.pdf via https://screenplayed.film/scriptlibrary/500-days-of-summer-2009  
2 https://www.scriptreaderpro.com/500-days-of-summer-screenplay/  

http://www.cinefile.biz/script/500daysofsummer.pdf
https://static1.squarespace.com/static/5a1c2452268b96d901cd3471/t/5b987b06cd8366dd19611a09/1536719631052/500DaysofSummer.pdf
https://static1.squarespace.com/static/5a1c2452268b96d901cd3471/t/5b987b06cd8366dd19611a09/1536719631052/500DaysofSummer.pdf
https://screenplayed.film/scriptlibrary/500-days-of-summer-2009
https://www.scriptreaderpro.com/500-days-of-summer-screenplay/
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iteration machine description captions. This also had the advantage of providing more 

comprehensive data with which to perform our analysis. The same material will be re-

processed at later points to generate further iterations and case studies of selected 

phenomena. In the latter, we will use one or more of the sub-corpora, as appropriate. 

 

Hence, the first-iteration corpus of captions (machine descriptions) was created by applying 

!ŀƭǘƻΩǎ DeepCaption model (Sjöberg et al., 2018) and using two large-scale open access 

datasets for visual object recognition as training data, i.e. MS COCO (Lin et al., 2015) and TGIF 

(Li et al., 2016) ς ŀ ŎƻƳōƛƴŀǘƛƻƴ ǊŜŦŜǊŜƴŎŜŘ ŀǎ ǘƘŜ ΨŘŎ-ŀоΩ ƳƻŘŜƭΦ Lƴ ŀŘŘƛǘƛƻƴ ǘƻ ǘƘŜ ǘǊŀƛƴƛƴƎ 

ŘŀǘŀΣ !ŀƭǘƻΩǎ DeepCaption software exploited the combined aspects of RNN for object 

identification and CNN for caption generation. 

 

Multiple captions were created for each of the 501 MVC clips, with one caption being 

generated by the machine at each computer-detected shot change. This means that the 

computer model is not applied to moving images per se, but operates on the basis of 

describing a single frame at a time (in our iteration, the middle frame of a shot), each of which 

is considered in isolation from the remaining imagery and any associated context. The quality 

of the resulting video captions is largely dependent on the quality of the image descriptions 

contained in the training data and model feature extraction, since the captions are sourced 

from these datasets.  

 

    

<s value="t0 000001:50">A 
woman is dancing in a room 
with  a lot of people</s> 
 

<s value="t1 000001:188">A 
television is showing a man 
on a television</s> 
 

<s value="t2 000001:317">A 
man is dancing in a room with 
a lot of people</s> 
 

<s value="t3 000001:393">A 
man is dancing in a room with 
a lot of people</s> 
 

    

<s value="t4 000001:442">A 
woman is holding a box and 
talking to a man</s> 
 

<s value="t5 000001:490">A 
woman is holding a large 
colorful kite</s>  
 

<s value="t6 000001:546">A 
woman is holding a box and 
dancing</s> 
 

<s value="t7 000001:590">A 
man is playing a piano and 
singing</s> 
 

 

 
 
 

<s value="t8 000001:643">A 
man is dancing in front of a 
group of people</s> 

Figure 3: Example of first iteration machine description (Clip 00001) 
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A number of key characteristics, common across the corpus, can be observed in the above MD 

captioning sample (single film extract), namely: 

(i) the correct identification of certain items: woman (in caption 1), TV, box; 

(ii) other items are present in the description, but incorrectly identified: man (instead of 

woman), kite, a room with a lot of people, dancing (in two instances); 

(iii) a number of objects are not identified: one of more of the characters in some frames; 

(iv) narrative coherence is lacking because, as explained above, the current model selects 

individual frames only and is programmed to caption each independently of the next; 

(v) wƘƛƭŜ ǎȅƴǘŀŎǘƛŎ ǎǘǊǳŎǘǳǊŜ ƛƴ ǘƘŜ a5 ŦŀǾƻǳǊǎ ŀƴƛƳŀǘŜ ǎǳōƧŜŎǘǎΣ Ƴƻǎǘƭȅ Ψ! Ƴŀƴ ƛǎ ΧΩ ƻǊ Ψ! 

ǿƻƳŀƴ ƛǎ ΧΩ όŜΦƎΦ Ψ! ǿƻƳŀƴ ƛǎ ǎƛǘǘƛƴƎ ƻƴ ŀ ŎƻǳŎƘ ŀƴŘ ǘŀƭƪƛƴƎΩΣ Ψ! Ƴŀƴ ƛǎ ŘŀƴŎƛƴƎ ƛƴ front 

ƻŦ ŀ ƳƛŎǊƻǇƘƻƴŜΩύΣ ǘƘŜ ǇǊƻǇƻǊǘƛƻƴ ƻŦ ŎŀǇǘƛƻƴǎ ǎǘŀǊǘƛƴƎ ǿƛǘƘ ŀƴ ƛƴŀƴƛƳŀǘŜ ƻōƧŜŎǘ ƛǎ 

approximately the same across the three sub-corpora (MD, CD, AD; see Fig. 4); 

(vi) the difference between MD and CD/AD in this regard is that the latter both make use 

of ƘǳƳŀƴ ƛƴŦŜǊŜƴŎƛƴƎ ǘƻ ŎƻƴǾŜǊǘ Ψŀ ŘƻƻǊΩ ƛƴ ƻƴŜ ǎƘƻǘΣ ǘƻ ΨǘƘŜ όŀƭǊŜŀŘȅ ǊŜŦŜǊŜƴŎŜŘύ ŘƻƻǊΩ 

in subsequent shots. The machine model is not yet designed to connect images or 

conceptualise a door in the same way as a human, and thus treats every occurrence of 

the sŀƳŜ ŘƻƻǊ ŀǎ Ψŀ ŘƻƻǊΩ όǎŜŜ рΦо ōŜƭƻǿύΦ 

 

Corpus Total number of captions Number of captions starting with inanimate objects 

MD 7,067 238 

CD 4,892 138 

AD 2,524 58 

Figure 4: The number of captions staring with inanimate objects in the three corpora 

 

3.5.2 Training data 

MS COCO comprises 2.5 million instances of objects in 328k images harvested from the social 

media website Flickr. Each image was annotated with one-sentence captions by five individual 

operatives (Chen et al. 2015), as shown in Figure 5. TGIF consists of 100k short sequence 

animated images (GIFs) drawn from Tumblr and annotated with 120k natural language 

sentences. Both MS COCO and TGIF were compiled by harnessing the power of crowdsourcing 

(Amazon Mechanical Turk, AMT) to produce the annotations.  
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107963 

http://cocodataset.org/#explore?id=107963 

a girl is dancing in the bathroom to music on her lap top.  

a woman dances to the music playing on her computer 

a young woman is dancing in front of a laptop on a desk. 

a woman that is standing in front of a laptop. 

a young female is dancing in her bathroom. 

 

330053 

http://cocodataset.org/#explore?id=330053 

a lady observing a woman carrying two large bags and a man doing karate 

a woman is walking down the sidewalk carrying two large bags and a man is one the 

sidewalk dancing. 

a man roller blades down a city street. 

a man dancing on a sidewalk near a fire hydrant. 

the man is dancing on the sidewalk in front of everyone.  

 

477156 

http://cocodataset.org/#explore?id=477156 

a living room has a large box placed in the middle. 

a living room with a box for a large screen tv sitting in the middle of it. 

a large box sits on the floor in between the couch and coffee table. 

a living room with a very large unopened box located in front of the coach. 

a large brown box in front of a burgundy couch.  

 

338317 

http://cocodataset.org/#explore?id=338317 

there is a lot of foot traffic on this street during the day.  

people walking down a sidewalk near a road and a building. 

a street with various people walking by a building. 

there are people that are walking on the street 

an image of a person walking down the street on her phone 

Figure 5: Examples of (human) captioned image from MS COCO 

 

  

GIF# 002484  

a woman is dancing along to what is showing on the 

television screen 

 

  

 

GIF# 000789 

a woman in a blue and yellow shirt is dancing outside 

 

 

GIF# 000974 

a group of women dressed in white are dancing 

 

Figure 6: Examples of (human) captioned images from TGIF 

 

http://cocodataset.org/#explore?id=107963
http://cocodataset.org/#explore?id=330053
http://cocodataset.org/#explore?id=477156
http://cocodataset.org/#explore?id=338317
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The way in which the captions in the training datasets were used to produce the captions for 

the MVC is difficult to identify in detail but as a general tendency, the MVC captions do not 

normally contain entire sentences/captions from the training data; they combine fragments 

of different captions taken from one or both datasets. For example, the first caption in MVC 

clip #000001 (Figure 3 ŀōƻǾŜύΣ Ψ! ǿƻƳŀƴ ƛǎ ŘŀƴŎƛƴƎ ƛƴ ŀ ǊƻƻƳ ǿƛǘƘ ŀ ƭƻǘ ƻŦ ǇŜƻǇƭŜΩΣ ŘƻŜǎ ƴƻǘ 

appear verbatim in MS COCO. However, as Figures 5 and 6 illustrate, images in MS COCO and 

TGIF show several people dancing in different settings.  

 

3.6 Corpus compilation and analysis 

Our strategy has been to commence with a quantitative analysis of human and machine-

generated descriptions using corpus linguistics tools and techniques, and focusing on lexico-

grammatical phenomena (see section 4 below). In order to reach this point, the annotations 

ǊŜǇǊŜǎŜƴǘƛƴƎ ƻǳǊ ΨƎǊƻǳƴŘ ǘǊǳǘƘΩ ς i.e. content descriptions and key elements (characters, 

actions, locations, mood and gestures) ς as well as the transcripts of the professional audio 

description and film dialogue, all of which had been constructed by a team of annotators in 

year 1, were transformed into a set of parallel text corpora and aligned with the video clips 

to which they refer. The additional descriptions that we created for the purposes of narrative 

ǎŜǉǳŜƴŎƛƴƎΣ ǿƘƛŎƘ ǿŜ ǘŜǊƳŜŘ ΨŜǾŜƴǘ ƴŀǊǊŀǘƛƻƴΩΣ ǿƛƭƭ ōŜ ǳǎŜŘ ŀǘ ŀ ƭŀǘŜǊ ǎǘŀƎŜ ς i.e. a stage when 

the machine descriptions have evolved more ς to plot storylines in conjunction with elements 

of story grammar. These event narrations consist of contextualised commentary on the 

significance of narrative events to the story-telling arc, based on human inference and 

interpretation. 

 

As previously noted, the data preparation and processing focused on converting the different 

layers of annotations of our 500 video extracts (ΨƳƛŎǊƻ-ƴŀǊǊŀǘƛǾŜǎΩ) from 45 films into parallel 

corpora, aligned with each other and with the film extracts: Audio description and dialogue 

were transcribed from the original screenplay; ŀ ǎǳƳƳŀǊȅ ƻŦ ǘƘŜ ΨƪŜȅ ŜƭŜƳŜƴǘǎΩ ǇǊŜǎŜƴǘ ƛƴ 

each extract was supplied as list of key words denoting respectively, characters, actions, 

location, mood, objects and gestures. Content descriptions created by the annotators 

represented a brief summary of the naǊǊŀǘƛǾŜ ŀŎǘƛƻƴ ŀǎ ƛǘ ƻŎŎǳǊǊŜŘ ƛƴ ŜŀŎƘ ŜȄǘǊŀŎǘ όΨǎŀȅ ǿƘŀǘ 

ȅƻǳ ǎŜŜΩύΦ {ƛƴŎŜ !5 ƛǎΣ ōȅ ƛǘǎ ƴŀǘǳǊŜΣ ŀƴ ƛƴŎƻƳǇƭŜǘŜ ǊŜƴŘƛǘƛƻƴ ƻŦ Ƴŀƛƴƭȅ Ǿƛǎǳŀƭ ƳŀǊƪŜǊǎΣ ǿŜ 

ŎƻƴǎƛŘŜǊ ŎƻƴǘŜƴǘ ŘŜǎŎǊƛǇǘƛƻƴǎ ǘƻ ōŜ ŀ ƳƻǊŜ ǊŜƭƛŀōƭŜ ΨƎǊƻǳƴŘ ǘǊǳǘƘΩ ŀƎŀƛƴǎǘ ǿƘƛŎƘ ǘƘŜ ǾŀƭƛŘƛǘȅ 

of the machine descriptions can more equitably be measured. 

  

After completion by three independent transcribers/annotators, the textual annotations were 

passed to the main researcher for review to ensure consistency of descriptive/narrative style 

and in levels of granularity. The texts were normalised for consistency in rendering aspects 

such as non-verbal utterances, abbreviated text, numeration, narrator interjections, sound 

effects and other non-verbal audio elements. Basic information about the resulting corpora is 

shown in Figure 7. 
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  Human 

Content Description 

Human 

Audio Description 

Machine Description 

Iteration 1 

Word tokens 43,829 25,039 70,315 

Types 3,061 3,969 580 

Type-Token Ratio 0.067 0.158 0.008 

Lemmas 2,356 3,108 518 

Sentences 4,892 2,524 7,067 

Figure 7: Basic corpus information 

 

The final step in data processing was to apply XML/TEI tags to encode the main characteristics 

of the texts (clip IDs, time codes, sound effects etc.). The same principles were later applied 

to the machine-generated descriptions. [<p> <s> and <align> are elements of SketchEngine 

notation and the remainder are derived from TEI as the linguistic standard for tagging] 

 

Audio description Content description 

 <p><align><clip number=έ000501έ 

time=έ00:08:02 00:08:26έ> 

<p><align><clip number=έ000501έ time=έ00:08:02 

00:08:26έ> 

<s>An accident has brought traffic to a standstill in 

a busy city street. <s> 

<s>A pan shot rises from static car to view the street 

scene from above.  A stream of cars are caught in a traffic 

jam. Cuts to Bruce in his car, with a shot of the rear-view 

mirror from which hang a string of beads. <s> 

<s>Bruce flicks the beads.<s> <s><s> 

<s>He shakes his head incredulously.<s> <s><s> 

<s><s> <s>Bruce is sitting in a silver grey car, looking irritated. He 

flicks the beads.<s> 

<s><s> <s>He rotates the steering wheel back and forth in 

annoyance.<s> 

<s><s> <s><s> 

<s>He pretends to drive maniacally. <s> <s>He holds onto the steering wheel and pretends to 

drive crazily. <s> 

<s><sound type=έBLEEPERέ/> His bleeper 

sounds.<s> 

<s>Bruce looks at his bleeper and then replaces it in his 

trouser pocket.<s> 

<s><s> <s>Bruce shouts out loud, although he is alone in the 

car.<s> 

</clip></align></p>  </clip></align></p> 

Figure 8: Audio and content description coding 
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The examples show once more how the AD provides summary descriptions (due to time 

constraints) rather than specific information about physical objects, actions etc. (see e.g. 

segment 1). The content description is more detailed. 

 

During the multi-layered approach to corpus creation, a number of software packages for 

text/corpus and multimodal analysis were tested. The aim was to find a package that would 

enable us to align multiple parallel corpora simultaneously with the audiovisual content, to 

allow for direct comparisons to be drawn. However, the identification of suitable software 

tools turned out to be one of the key challenges. None of the multimodal software packages 

tested to date (MaxQDA, GATE, Elan amongst others) met our exacting requirements for 

multimodal analysis fully but work on this continues and will feed into more fine-grained 

(qualitative) analysis of the multimodal data. 

 

ELAN seemed to be the obvious choice in the first instance, as machine-generated captions 

produced by the computer vision team can be easily read in the software, and files created 

may be readily exported in XML format. However, besides manual manipulation of data, there 

appeared to be no solution to time-aligning each of the human-generated corpora for direct 

comparison. We also explored the open-source software GATE (https://gate.ac.uk/), a 

computational linguistic programme designed to handle human language media using pipeline 

processing tasks. Although useful for information extraction and tagging, its limitations, 

particularly the lack of a flexible interface for processing moving images and linking these with 

corresponding corpora, proved an insurmountable barrier to application in the processing of 

multi-stream multimodal data. 

 

As a solution, the textual data were ingested into an established corpus analysis tool (Sketch 

Engine), which supports alignment of multiple parallel corpora and export in XML format. The 

video clips are linked to the relevant corpus segments via the encoded clip IDs. 

 

 

Figure 9: Sketch Engine, example concordance in machine captions dataset  

https://gate.ac.uk/
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4 Corpus Comparison: Overview 

Comparison of the three key corpora (machine descriptions, human-created content 

descriptions and audio descriptions) illustrates the fundamental differences between video 

descriptions produced as a result of basic machine learning, and those derived from human 

interaction with the same multimodal materials. Before turning to these, it should be noted 

that in terms of overall corpus size, the AD corpus is ς as expected ς smaller than the CD 

corpus, given the purpose and brief of the content descriptions (see above). The MD corpus is 

the largest, although the size is entirely arbitrary since the frequency/points at which the 

machine produces a caption can be adjusted by time interval (e.g. every 3 or 10 seconds), 

frame count or shot-change detection. As explained above, in our first iteration a caption was 

generated for the middle frame of each shot.  

 

Category  MD Types Tokens CD Types Tokens AD Types Tokens 

all words 580 70,315 3,061 43,829 3,969 25,039 

type-token ratio (TTR) 0.008  0.067  0.158  

nouns 363 18,160 1,482 13,403 1,862 7,291 

verbs 88 18,964 531 9,576 726 4,458 

adjectives 39 460 297 1,448 490 1,221 

adverbs 7 1,783 179 1,917 250 1,097 

conjunctions 2 4,498 5 2,077 5 985 

pronouns 14 1,938 21 3,477 21 2,888 

prepositions 22 8,500 60 5,232 52 3,300 

Figure 10: Corpus information and comparison 

 

The number of unique words (types) represented in the MD corpus is considerably smaller ς 

even in absolute terms, despite the larger size of the MD corpus ς than that present in both 

of the human description modalities (MD: 560; CD: 2,941; AD: 3,951), illustrating at a glance 

the lexical poverty in the automated output. A similar pattern can be observed in relation to 

verbs (MD: 88; CD: 531; AD: 726) and adjectives (MD: 39; CD: 297; AD: 490).  

 

In each case, the percentage of unique words appearing in the machine corpus as a percentage 

of the CD equivalents are: all words (19.72); verbs (16.57); adjectives (13.13). Whilst the same 

comparison in relation to uniqueness in the MD vs. AD corpus produces the following scores 

(%): words (14.68); verbs (12.12); adjectives (7.96).  
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The type-token ratio (TTR) of the three corpora (MD 0.008, CD 0.067, AD 0.158) supports this 

observation. As can perhaps be expected, the professionally created audio descriptions have 

the highest TTR, meaning that the lexical variation in this corpus is greater than in the other 

two. However, the TTR of the CD corpus is in the same order, whilst the TTR of the MD corpus 

is 20 times lower than that of the AD corpus and 8 times lower than that of the CD corpus. For 

comparison, TIWO, the AD corpus built by Salway (2007) based on AD of different TV genres, 

registers a TTR score of 0.044, and the LSMDC corpus (Rohrbach et al., 2015), which contains 

180 films with professional AD, has a TTR of 0.021.3  

 

These descriptive statistics paint an unequivocal picture of the overall shape and parameters 

of the machine corpus, which clearly falls short of human descriptions in all areas of lexical 

diversification. Indeed, not only is the size of the MD lexicon an average 17.2% of that created 

by human operatives (across AD and CD modalities), but adjectives comprise 10.9% of the CD 

corpus and 12.4% of the AD corpus, yet only 6.7% of the machine corpus. It is perhaps not 

surprising that the human operative annotations deliver a description that is more creative, 

imaginative and entertainment-led than the machine currently produces, although this 

imbalance might potentially be partially rectified in future machine iterations by changes to 

computer vision feature extraction.  

 

Notably, adverbs are largely absent in the MD corpus (word tokens: 1783; type-tokens:7) with 

a high number of word ǘƻƪŜƴǎ ƎŜƴŜǊŀǘŜŘ ōȅ ƻƴƭȅ ǘǿƻ ǘȅǇŜǎΥ ΨǘƘŜƴΩ (1,091) ŀƴŘ ΨŀǿŀȅΩ (680).  

The derivation of ΨthenΩ Ŏŀƴ ōŜ ǘǊŀŎŜŘ ōŀŎƪ ǘƻ ŀƴ ŀƴƻƳŀƭȅ ƛƴ ǘƘŜ ǘǊŀƛƴƛƴƎ Řŀǘŀ ǿƘƛŎƘ ǊŜǎǳƭǘŜŘ 

in split-screen images being captioned by crowdsourced operatives as if they were two 

ƛƳŀƎŜǎΣ ŎƻƴƧƻƛƴŜŘ ǿƛǘƘ ǘƘŜ ǇƘǊŀǎŜ ΨŀƴŘ ǘƘŜƴΩ (see 5.1).  Regarding the adverb ΨŀǿŀȅΩΣ of the 

680 word tokens found in the MD corpus, 601 are collocates of the verb ΨƭƻƻƪΩ. The remaining 

five adverbs have a frequency of four, or less, in the MD corpus.   

 

This quantitative overview serves to illustrate the differences between the corpora. Further 

insights come from our comparative qualitative analysis of the data for the purposes of 

identifying characteristic features and pattern deviations between machine- or human-led 

approaches. These insights will be outlined in the next section, which focusses on an 

assessment of the current quality of machine-generated descriptions. 

 

  

                                                           
3 Due to the much larger size of the TIWO and the LSMDC corpus (300k and 1M words respectively), the TTR of 

these corpora is only a rough indicator, as it is natural for the TTR to decrease with corpus size. In the TIWO, the 
different TV genres from which the audiovisual content for this corpus was drawn, may also have had an impact 
on the TTR. The LSMDC corpus contains 1,080,922 word tokens, 22,975 types, 16,507 lemmas, and 108,536 
captions 
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5 Video Captions: Quality Assessment 

Our initial quantitative analyses of the machine descriptions, as exemplified in Figure 3, show 

that at present, these descriptions hardly give insight into the essence of many of our micro-

narratives. On the face of it, the computer algorithms often miss or mis-identify one or both 

of the main characters, key actions and the mood of a scene, they do not acknowledge 

repeated appearances of a character or object and, above all, they miss the intended meaning 

of our micro-narratives. As the application of automated image or video captions is relatively 

new territory to both human information retrieval and to human understanding in the context 

of media access, it is important to trace these observable phenomena back to source (their 

underlying problems). It is these issues which make current video captions appear trivial or 

naïve and which allow us to explore how human descriptive knowledge can potentially be 

applied to improve outcomes. We have therefore grouped the observed problems into three 

principal categories, each of which impacts the quality of outputs: methodological issues, 

where the problem is rooted in the nature of the training data; computer vision problems, 

which result from current limitations in object detection/identification; and linguistic 

problems, which are related to how the output of computer vision algorithms is rendered into 

natural language. Each area will be discussed below. 

 

5.1 Methodological Issues 

A significant problem is the nature of the available training datasets. In the field of image 

recognition and description a number of large, comparatively high quality, annotated datasets 

are available when compared to other types of training data (e.g. in the business world). 

However, these captioned image datasets are not optimised in a way that serves linguistic 

studies. This can be illustrated with reference to one of the principal training datasets used to 

create the first iteration descriptions for our MVC corpus, MS COCO (Lin et al., 2015). As 

explained above, MS COCO is a meticulously designed and annotated large-scale dataset for 

visual object detection and captioning. Each still picture has been annotated with five 

captions, generated by five individual human operatives, describing the image content (Chen 

et al., 2015). The purpose of this exercise is to harvest visually pertinent information from 

which machines can learn the connections between the visual objects and actions, and the 

semantic labels given to them by the annotators. As with other data-related tasks of a similar 

scale, the MS COCO creators resorted to crowdsourcing service Amazon Mechanical Turk to 

collect the image captions (Chen et al., 2015). Although a widely accepted practice for 

manipulating datasets of this size, crowdsourcing annotations for training data in this manner 

introduces a number of factors which render the results from test data ς in this case, our MVC 

corpus ς less reliable, and demonstrably low in quality. 

 

Firstly, the type of work undertaken is financially rewarded according to the number of units 

of material captioned, meaning that captions are produced spontaneously and rapidly, 

possibly without much thought being given to lexical variety or non-superficial observations. 
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The protocols attaching to such image captioning tasks include word count and time 

limitations, which can have a significant impact on creativity, resulting in rigid syntax.  

 

Secondly, in terms of workers and their profiles, Amazon Mechanical Turk and similar 

crowdsourcing services tend to attract college students from a computing background, leading 

to age and interest bias (Difallah et al.Σ нлмуύΦ wŜǎŜŀǊŎƘ ǎƘƻǿǎ ǘƘŀǘ ǘƘŜ ǿƻǊƪŜǊǎΩ ǇǊƻŦƛƭŜ Ƙŀǎ ŀƴ 

impact on the quality of their work (Kazai et al. 2012) and that feedback can improve quality 

(Han et al. 2019). However, Chen et al. (2015) do not discuss the details of their approach to 

recruiting and working with the crowd workers, and the MS COCO captions suggest that at 

least some of the crowd workers are amateurs when it comes to the descriptive genre. The 

examples in Figure 11 illustrate the different skill levels. For instance, whilst caption 1.iii. 

sounds professional and forms a grammatically complete sentence with a verb in simple 

ǇǊŜǎŜƴǘΣ ƛǘ ƛƴŎƭǳŘŜǎ ŀƴ ŀōǎǘǊŀŎǘ ǾŀƭǳŜ ƧǳŘƎŜƳŜƴǘ όάōŜŀǳǘƛŦǳƭέύΦ /ŀǇǘƛƻƴ мΦƛǾΦ ƛǎ ŦŀŎǘǳŀƭ ōǳǘ 

vague, giving little ŘŜǘŀƛƭ ŀōƻǳǘ ǘƘŜ ƻōƧŜŎǘǎ ƛƴ ǘƘŜ ǊƻƻƳ όάƭƻǘǎ ƻŦ ŦǳǊƴƛǘǳǊŜέύΦ {ƛƳƛƭŀǊƭȅΣ ƛƴ ƛƳŀƎŜ 

2, several captions refer tƻ ǘƘŜ ǊŜŘ ǎƛƎƴΣ ōǳǘ ƭŀŎƪ ǘƘŜ ǇǊŜŎƛǎŜ ǘŜǊƳƛƴƻƭƻƎȅ όƛΦŜΦ άƴƻ-ŜƴǘǊȅ ǎƛƎƴέύ 

that may be needed in the context of content description for archival purposes or AD. 

 

 

1 (#374628) 

i. a kitchen made of mostly wood with a small desk with a laptop. 

ii. a full view of an open kitchen and dining area. 

iii. a beautiful, open kitchen and dining room area features an island 

in the center and wood cabinets and large windows. 

iv. a kitchen with wood floors and lots of furniture. 

v. a very spacious room with a kitchen and dining area. 

 

2 (#132394) 

i. a red sign is on the gray sidewalk 

ii. a vandalized street sign on a side walk  

iii. a red cautionary sign with άknow hopeέ in graffiti 

iv. a round red sign on the other side of a stop sign 

v. a red sign is at the corner of the street on the sidewalk 

 

3 (#290868) 

i. a grandmother standing next to a child in a kitchen. 

ii. baby trying to open wooden cabinets under the sink. 

iii. a woman and child stand in the kitchen.  

iv. an older woman is standing in the kitchen with a child. 

v. the little girl is trying hard to open the cabinets 

Figure 11: Examples of captioned images from MS COCO 

 

The description task may also impact the quality of the results. The crowd workers for MS 

/h/h ǿŜǊŜ ƛƴǎǘǊǳŎǘŜŘ ǘƻ ŘŜǎŎǊƛōŜ ŀƭƭ άƛƳǇƻǊǘŀƴǘ ǇŀǊǘǎέ ƻŦ ǘƘŜ ǎŎŜƴŜΣ ǳǎƛƴƎ ŀǘ ƭŜŀǎǘ ŜƛƎƘǘ 

words, and not starting sentences with there is/are. An obvious problem is that crowd workers 

do ƴƻǘ ŀƭǿŀȅǎ Ŧƻƭƭƻǿ ǘƘŜ ƛƴǎǘǊǳŎǘƛƻƴǎΦ !ƭōŜƛǘ ƛƴŦǊŜǉǳŜƴǘƭȅΣ ǘƘŜȅ Řƻ ǳǎŜ άǘƘŜǊŜ ƛǎκŀǊŜέ 
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(N=12817, see e.g. Figure 5 ŀōƻǾŜύ ŀƴŘκƻǊ ǇƘǊŀǎŜǎ ǎǳŎƘ ŀǎ άŀƴ ƛƳŀƎŜ ƻŦέΣ άŀ Ŧǳƭƭ ǾƛŜǿ ƻŦέΣ 

which are similarly redundant in this context. More importantly, the instruction rubric raises 

ǘƘŜ ƘƛƎƘƭȅ ǊŜƭŜǾŀƴǘ ǉǳŜǎǘƛƻƴΥ ǿƘŀǘ ŀǊŜ ǘƘŜ άƛƳǇƻǊǘŀƴǘ ǇŀǊǘǎέ ƻŦ ŀƴȅ ƎƛǾŜƴ ƛƳŀƎŜΚ bŀǘǳǊŀƭƭȅΣ 

the answer is inextricably linked to matters of relevance and saliency. Considering image 1 in 

Figure 4 again, each caption highlights different objects, illustrating the differences in human 

perception and approach to simple tasks of this kind. In a video scene, whether it is important 

to mention the laptop or to highlight the mostly wooden outlay will depend on the context of 

the unfolding narrative.  

 

Further issues inherent in this type of description are accuracy, vagueness and lexical 

ambiguity. Chen et al. (2015) explore recall (i.e. whether an entity that is present in an image 

is referred to in the caption) and accuracy (i.e. whether the description is correct) for selected 

nouns, adjectives and verbs. Their results indicate high recall and accuracy rates for nouns 

ŘŜƴƻǘƛƴƎ ǎƻƳŜǿƘŀǘ ǊŀǊŜ ŜƴǘƛǘƛŜǎ ǿƛǘƘƻǳǘ Ƴŀƴȅ ƻǊ ŀƴȅ ǎȅƴƻƴȅƳǎ όŜΦƎΦ άŜƭŜǇƘŀƴǘέύΣ ōǳǘ ƳƛȄŜŘ 

rates for other more prosaic objects (e.g. άǎƛŘŜǿŀƭƪέύΦ 

 

A more fundamental problem in our context is that although the aim of MS COCO was to 

present scenes, i.e. objects in context, it is still a database of static images without narrative 

coherence from one image to the next. As such, it can capture actions only to a limited extent 

and cannot provide examples of narrative cohesion (e.g. causal, temporal cohesion, links 

between characters, co-reference). As for actions, we clearly have ability the to identify visual 

actions in still images, especially in photos, using common knowledge of body movements, 

postures etc. Thus MS COCO has numerous instances of walking, playing, drinking, which can 

be detected from a single frame. In addition, it contains verbs denoting actions that would 

stretch over several frames in a video scene, e.g. opening (Ronchi & Perona 2015), although 

ǘƘŜǎŜ ŀǊŜ ŎƻƴǎƛŘŜǊŀōƭȅ ƭŜǎǎ ŦǊŜǉǳŜƴǘ ŀƴŘ ƻŎŎǳǊ ƛƴ ǇƘǊŀǎŜǎ ǎǳŎƘ ŀǎ άƛǎ ǘǊȅƛƴƎ ǘƻ ƻǇŜƴέΣ 

ǎǳƎƎŜǎǘƛƴƎ ǳƴŎŜǊǘŀƛƴǘȅ όǎŜŜ CƛƎǳǊŜ ммΣ оΦƛƛ ŀƴŘ оΦǾύΦ {ƛƳƛƭŀǊƭȅΣ ŘŜǎŎǊƛǇǘƛƻƴǎ ǎǳŎƘ ŀǎ άƘŜ ƭƻoks 

ƭƛƪŜ ƘŜ ƛǎ ŦŀƭƭƛƴƎέΣ ŀƭǘƘƻǳƎƘ ƛƴŦǊŜǉǳŜƴǘΣ ƛƴŘƛŎŀǘŜ ǳƴŎŜǊǘŀƛƴǘȅ ƛƴ ǊŜƭŀǘƛƻƴ ǘƻ ǎǳŎƘ ŀŎǘƛƻƴǎΦ 

 

With regard to cohesion, linkage of characters through actions is limited and builds on a 

ǎƳŀƭƭŜǊ ǎŜǘ ƻŦ ǾŜǊōǎΣ Ƴŀƛƴƭȅ άǘŀƭƪƛƴƎέΣ ōǳǘ ǘƘŜ ŦǊŜǉǳŜƴǘ ǳǎŜ ƻŦ άǘŀƭƪƛƴƎέ ƛƴ ƻǳǊ a5 ŎƻǊǇǳǎ ƛǎ ƛƴ 

itself problematic. It illustrates the point that human descriptions are narratively salient and 

relevant in a way that computer descriptions are generally not, at least consistently. When we 

see a man and a woman arguing about who does the washing up, narrative saliency may not 

ǘƻ ōŜ ŦƻǳƴŘ ƛƴ ǘƘŜ Ƴƻǎǘ ŎƻƳƳƻƴ ƻŦ ŎƻƳǇǳǘŜǊ ŎŀǇǘƛƻƴǎΣ ά! Ƴŀƴ ŀƴŘ ŀ ǿƻƳŀƴ ŀǊŜ ǘŀƭƪƛƴƎέΦ 

Adding a layer of emotional description may be possible if the computer determines facial 

ŜȄǇǊŜǎǎƛƻƴǎ ŀƴŘ ǘƘŜǊŜŦƻǊŜ ǎŜƭŜŎǘǎ ά! Ƴŀƴ ŀƴŘ ŀ ǿƻƳŀƴ ŀǊŜ ǎŀŘέΣ ǿƘƛŎƘ ƳƛƎƘǘ ƛƴ ŀ ǿŀȅ ƛƴŘƛŎŀǘŜ 

incompatibilities within the relationship. Most people would be able to detect this nuance by 

interpreting the dialogue in terms of the social setting, vocal tonality, facial expressions and 

ōƻŘȅ ƭŀƴƎǳŀƎŜΦ aŜŀƴǿƘƛƭŜΣ ǘƘŜ ŎƻƳǇǳǘŜǊ ǎƛƳǇƭȅ ΨǎŜŜǎΩ ǘǿƻ ǇŜƻǇƭŜ ǘŀƭƪƛƴƎΦ The computer may 

even reach this conclusion when the characters are not visibly speaking (i.e. their mouths do 
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not appear to be forming words). As a measure of quality, the value for the viewer is to be 

found in the storytelling and not in the quasi-metadata description represented as a formulaic 

ΨƳŀƴҌǿƻƳŀƴҌǘŀƭƪΩ. In the example extract below, the salient point, for instance in parts 4 and 

рΣ ƛǎ ƴƻǘ ǎƛƳǇƭȅ ǘƘŀǘ Ψŀ ƳŀƴΩ ƛǎ ǘŀƭƪƛƴƎ ōǳǘ what he says and then the unimpressed look on the 

ǿƻƳŀƴΩǎ ŦŀŎŜ ƛǎ ƻŦ ƛƳǇƻǊǘŀƴŎŜΦ Lƴ ǘƘŜ ǎŀƳŜ ǾŜƛƴΣ ǘƘŜ Ǉƻƛƴǘ ǘƘŀǘ ǘƘŜ Ƴŀƴ ŦƛƴŘǎ ǘƘŜ wƛƴƎƻ {ǘŀǊǊ 

album is of more importance than the fact that he is talking while browsing the records. 

 
 Dialogue Audio Description Content Description Machine 

Description (MD) 
Images used in MD 

1   Later they are in a music 
store. 

Tom and Summer are in 
a music store, browsing. 
Summer looks unhappy. 

A man is sitting in a 
library with a book 
shelf 

 
2 Tom: It pains me we 

live in a world 
where nobody has 
heard of Spearmint. 

    A woman is sitting 
on a couch and 
smiling 

 
3 {ǳƳƳŜǊΥ LΩǾŜ ƴŜǾŜǊ 

heard of them. 
  Summer sounds 

annoyed. 
A man is sitting in a 
library and smiling 

 
4 Tom: I put them on 

the mixtape I made 
ȅƻǳΦ ¢ƘŜȅΩǊŜ ǘǊŀŎƪ 
one. 

  Tom is surprised. A woman is smiling 
and then she smiles 

 
5 Summer: Oh, yeah.   Summer looks 

uninterested.  
A man is talking to 
a woman and she is 
smiling 

 
6   Summer nods, 

unconvincingly.  
Tom rolls his eyes; he 
looks disappointed. 

A man is talking to 
a woman and she is 
smiling 

 
7   Tom finds the Ringo Starr 

record. 
Tom picks up a Ringo 
Starr record; he laughs 
and shows it to 
Summer. She smiles 
unimpressed. 

A man is talking to 
a woman and she is 
smiling 

 
8   Summer gives a tight smile 

and walks away from the 
record stand. Tom reaches 
out to take her hand, but 
she pulls away.  

Summer walks away; 
Tom follows her and 
tries to hold her hand. 
Summer moves away 
and Tom looks sad. 

A man is talking to 
a woman in front of 
a bookshelf 

 
9   With a disappointed sigh, 

Tom follows Summer out 
of the shop. 

  A man is dancing in 
a room with other 
people 

 
10 [SFX WIND CHIME]   Summer opens the door 

and leaves the shop; 
Tom is right behind her.  

A man is talking to 
a woman and she is 
smiling 

 
11 [SFX DOOR CLOSES]     A man is sitting in a 

chair and talking 

 

Figure 12: Clip #200115 with machine descriptions 
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Interestingly, while AD may assist in determining that a man and a woman are in the music 

store (the fact that they are not happy would be discernible to the viewer from voice tone and 

language), human content descriptions (CD) indicate everything that can be observed in the 

scene ς two people, music store, music records, unimpressed faces, disappointment-  falling 

short only on broader narrative interpretation, which requires material from outside that 

specific scene (the failing relationship, perhaps). To this extent, and for this particular purpose, 

the CD corpus can be considered a more appropriate and quality-driven resource. 

 

One of the problems exacerbating the issue that there is no cohesion between individual MDs 

is also that the MD currently only describes the middle frame of each shot; the middle frame 

is not necessarily the most representative frame of a shot. This makes it even more difficult to 

create a coherent narrative. 

 

The lack of linkage of characters is one indicator of ǘƘŜ ŘŀǘŀǎŜǘΩǎ ƭƛƳƛǘŀǘƛƻƴǎ ǿƛǘƘ ǊŜƎŀǊŘ ǘƻ 

creating a cohesive narrative. Another indicator is the lack of temporal, causal or other links 

between individual actionsΣ ƛΦŜΦ ǘƘŜ ŀōǎŜƴŎŜ ƻŦ ǊŜƭŜǾŀƴǘ ŎƻƘŜǎƛǾŜ ƳŀǊƪŜǊǎΦ ²ƘƛƭŜ ΨŀƴŘ ǘƘŜƴΩ 

occurs within the MVC corpus, instances can be traced back to split-screen images in the 

training data which prompted captioners to treat them in sequence, belying the superficially 

temporal implications of the phraseology. Finally, narrative coherence is constructed in the 

way human beings identify, recognise and refer to characters. MS COCO, however, does not 

include any support for this, for example, in the form of cohesive chains drawing on 

pronominalisation and other ways to create co-reference. The absence of co-reference 

markers is certainly one of the most noticeable features in the current MD corpus. Many 

examples in which a series of captions refer to the same characters read as shown in Figure 

12 above. The story arc from which it is taken shows one man and one woman. 

 

00:00:00.000 00:00:02.700 A man is talking and smiling and laughing 

00:00:02.700 00:00:04.533 A woman is smiling and talking to someone 

00:00:04.533 00:00:24.600 A man is dancing in a room with other people 

00:00:24.600 00:00:26.733 A woman is sitting on a couch and smiling 

00:00:26.733 00:00:28.266 A man is dancing in a room with a lot of people 

00:00:28.267 00:00:30.734 A man is walking through a door and then he falls down 

00:00:30.733 00:00:33.000 A woman is sitting on a couch and eating a sandwich 

00:00:33.000 00:00:34.600 A man is talking and smiling and laughing 

00:00:34.600 00:00:36.200 A man is sitting on a couch and talking 

00:00:36.200 00:00:40.967 A man is talking and smiling and laughing 

00:00:40.967 00:00:42.967 A woman is sitting on a bench and talking 

Figure 13: Example of machine description from MVC clip #200006 
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Another difference is in the nature of the training dataset, i.e. a mismatch between the 

content of the images in the training data and that of the MVC. The images in MS COCO show 

simple everyday scenes of people walking, talking, eating, engaging in sports and so forth. The 

explicit aim of the MS COCO creators was to include non-iconic images, i.e. scenes without 

one person or object clearly standing out. In our corpus, which contains extracts from feature 

films, visual scenes are more deliberately composed, iconic and laden with narratively relevant 

mise en scène. They are also subject to editing techniques that manipulate visual content to 

include multiple shot changes, close-ups, panning and zooming techniques which render the 

ƳŀǘŜǊƛŀƭ ŘƛŦŦƛŎǳƭǘ ŦƻǊ ǘƘŜ ƳŀŎƘƛƴŜ ǘƻ ΨǊŜŀŘΩΦ 

 

Aside from the methods applied in relation to the purchase of training data captioning services 

from crowdsourced websites, and the differences in the nature of the visual material included 

in the training data and our MD corpus, other measures were taken during the application of 

the training data to MD production which impacted results. In particular, the lexical poverty 

of outputs was increased by the elimination of tokens in the training data which occurred 

ŦŜǿŜǊ ǘƘŀƴ ŦƻǳǊ ǘƛƳŜǎΦ ¢ƘŜǎŜ ΨƭƻƴƎ ǘŀƛƭΩ ǿƻǊŘǎΣ ōŜƛƴƎ ǘƘƻǎŜ ǿƘƛŎƘ ŀǊŜ ǳƴŎƻƳƳƻƴƭȅ ŦƻǳƴŘ ƛƴ 

the corpus, are a regular feature of AD and human description adding nuance and colour. In 

this case, elimination from the training data before applying the DeepCaption model was a 

matter of computer processing expediency. Furthermore, topical bias is inherent in the types 

of data typically collected from Flikr and Tumblr, such that words like laptop, microphone and 

surfboard are over-represented in the test data results. Poor data cleansing within the training 

data also resulted in grammatical mistakes, lexical errors, and incomplete captions 

transferring across to the MVC machine descriptions. Finally, natural language processing as 

it has been applied to MD output, falls short of human descriptive requirements, being highly 

ŦƻǊƳǳƭŀƛŎ ŀƴŘ ǎȅƴǘŀŎǘƛŎŀƭƭȅ ǊŜǇŜǘƛǘƛƻǳǎ ƛƴ ƴŀǘǳǊŜ όά!ƴ · ŀƴŘ ŀ ¸ ŀǊŜ +verb gerundέΣ ŀǎ 

illustrated in the earlier examples). Taken together, these factors currently result in poor 

quality captions. 

 

5.2 Computer Vision Problems 

At the most fundamental level, visual storytelling relies on the successful identification of 

characters in order for the viewer to locate them successfully and consistently within the 

unfolding narrative. This is particularly the case for sight- and cognitively-impaired viewers, 

but also in the video retrieval scenario, where a certain character must be isolated from a vast 

wealth of video material. Separation between male and female protagonists where they are 

seen and not heard is generally helpful, notwithstanding issues of gender labelling and gender 

bias which are outside the scope of this study. Fully sighted human beings are capable of 

distinguishing between sexes featured in moving imagery in a traditional, binary sense with 

relative ease. The MD outputs from our computer model were unreliable in this regard, 

although the training data from which they were derived is unlikely to have had a significant 

error rate.  
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Still Image Machine caption (MD) 

 

 

 

 

Clip#: frame#: 200212:1560 

 

Ψ! Ƴŀƴ ƛǎ ǘŀƭƪƛƴƎ ŀƴŘ ǎƳƛƭƛƴƎ 

at ǎƻƳŜƻƴŜΩ 

 

Figure 14: Example of incorrect gender assignment 

 

In addition to the incorrect labelling of gender, in certain circumstances the inconclusive 

ƴŀǘǳǊŜ ƻŦ ǘƘŜ ŎƻƳǇǳǘŜǊ Ǿƛǎƛƻƴ ƳƻŘŜƭ ƭŜŀŘǎ ǘƻ ǳǎŜ ƻŦ ǘƘŜ ǇƘǊŀǎŜ Ψŀ ǇŜǊǎƻƴΩ ǘƻ ŘŜƴƻǘŜ ǳƴŎŜǊǘŀƛƴ 

ƎŜƴŘŜǊΦ ¢Ƙƛǎ ǘƻǘŀƭ ƴǳƳōŜǊ ƻŦ Ψŀ ǇŜǊǎƻƴΩ ƛƴǎǘŀƴŎŜǎ ƛƴ ǘƘŜ a5 ŎƻǊǇǳǎ ƛǎ моф όмфтсΦунκƳύ 

whereas in training data this is a less frequent phenomenon (MS COCO: 3312.99/m; TGIF: 

3240.83/m). A random sample of fifty concordances were examined to determine whether a 

pattern emerges. In forty-ǘƘǊŜŜ ƻŦ ǘƘŜ ŎƻƴŎƻǊŘŀƴŎŜǎ όус҈ύ ŀ ǇŀǊǘ ƻŦ ǎƻƳŜƻƴŜΩǎ ōƻŘȅ ǿŀǎ 

visible in the still image captioned (as opposed to the face, head or full body).  Many of these 

examples contained hands holding something, or fingers. 

 

Still Image  Caption details 

 

 

 

 

MD corpus clip#:frame# 200508:93 

 

ά! ǇŜǊǎƻƴ ƛǎ ƘƻƭŘƛƴƎ ŀ ŎŜƭƭ ǇƘƻƴŜ ƛƴ ǘƘŜƛǊ ƘŀƴŘέ 

Figure 15: Example of Ψa personΩ 

 

AD containing incorrect labelling of male and female characters would be unhelpful at best, 

and at worst represent a significant confound for audiences experiencing sight-impairment. 

Vocal gender profiling work will undoubtedly help to rectify this issue, compensating for 

unreliable computer vision feature extraction which is currently too rigid and rule-bound (e.g. 

a person with short hair is generally labelled as a man, irrespective of dress, mannerisms, voice 

and other cues implying gender). 
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As an alternative approach, we have been liaising with consortium colleagues to test their 

vocal gender identification model on our feature film material. This builds on the work 

undertaken within the project to diarise multimodal voice outputs as a preliminary step to 

calculating male/female gender split in the specific case of the French audiovisual landscape 

(Doukhan et al., 2018). Vocalisation techniques ς for example, patterns in the expulsion of air 

during speech, and gender-specific pitch of vowel formants ς are used to profile vocal tracks 

and determine the sex of the speaker (Doukhan et al., 2018). However, this process is not 

optimised for the English language. Nevertheless, the machine adapted to natural English to 

a limited extent, while extremes of emotion (e.g. crying, shouting) created a confound. The 

feature film genre also presented problems for the model, which was trained and evaluated 

on news, interviews and debates, such that extraneous noise (e.g. street sounds, music mixed 

with speech) reduced the efficacy of speech analysis. We expect to undertake further research 

in this area during the life of the project, and intend to report the results of this work in the 

next deliverable (D5.3).  

 

Similarly, machine-based object detection remains unreliable to the extent that non-standard 

angles, changes of size/scale and rapid changes of light and shade can alter the description 

ŦǊƻƳ Ψŀ ŎŀǊΩ ǘƻ Ψŀ ƎǳƛǘŀǊΩ ōŜǘǿŜŜƴ ƻƴŜ ŦǊŀƳŜ ŀƴŘ ǘƘŜ ƴŜȄǘΣ ƻǊ Ŏŀƴ ŜƭƛŎƛǘ ŀƴ ƻōƧŜŎǘ ŘŜǎŎription in 

one frame but not in a subsequent frame. For instance, example X (= example used in 3.5.1 to 

ǎƘƻǿ ǿƘŀǘ a5 ƭƻƻƪǎ ƭƛƪŜύΣ ƛƴŎƭǳŘŜŘ ƻƴŜ ƛƴǎǘŀƴŎŜ ƻŦ ǘƘŜ ǿƻǊŘ ΨƪƛǘŜΩ όŀƭǘƘƻǳƎƘΣ ŀǎ ŀƴƻǘƘŜǊ 

computer vision problem, the object denoted as a kite is in fact a shield shaped sign). In the 

ƛƳŀƎŜ ǿƘŜǊŜ ǘƘŜ ǿƻǊŘ ΨƪƛǘŜΩ ƛǎ ǳǎŜŘΣ ǘƘŜ ǎƛƎƴ ƛǎ ǎŜŜƴ ŦǊƻƴǘŀƭƭȅΣ ƛƴ ǘƘŜ ƻǘƘŜǊ ƛƳŀƎŜΣ ƛǘ Ƙŀǎ ŀ ƳƻǊŜ 

unusual angle and the caption makes no reference to it.   

 

Image 1 Image 2 

  

Figure 16:  Example of ΨKiteΩ in MD corpus 

 

{ŜŀǊŎƘ ŦƻǊ ΨƪƛǘŜΩ in the MS COCO dataset reveals the variety of images showing a kite (six 

examples shown below). 
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221291 

http://farm1.staticflickr.com/254/519398801_f9b8e32a24_z.jpg 

a little boy standing in the grass with a kite in the sky in the background. 

a little boy standing in a field below a kite. 

a young boy is posing in a large grassy area. 

a boy is out on the park flying a kite 

young boy posing in front of a flying kite in the park 

 

 

154520 

http://farm3.staticflickr.com/2753/4434449872_4f2ca42f20_z.jpg 

there is a man holding on the a kite that hes flying 

a large kite is flying in the sky 

a man flies a kite on a sunny day 

a beautiful clear blue sky is ideal for flying his kite. 

a person is under a clear sky flying a rainbow kite. 

 

 

132328 

http://farm5.staticflickr.com/4070/4468423978_f2ff27701e_z.jpg 

a man and his son fly kits in a field as a crowd watches. 

a group of people playing with kites in the park on a sunny day 

many people watch a person fly a kite with a young person 

a father helps his son fly his kite. 

the father and son are looking at the kites flying overhead. 

 

 

348982 

http://farm4.staticflickr.com/3561/3393764736_8baeb962aa_z.jpg 

the lady holds a small box kite on a string. 

a lady doing something interesting with some kite in cold weather. 

a woman in a brown jacket holding a kite in a field. 

a woman holds bags and a kite that resembles two boxes. 

a woman is holding a kite in a park. 

 

 

041859 

http://farm3.staticflickr.com/2371/2084946944_9e4c065868_z.jpg 

illustration of a silhouetted person with a kite. 

a painting of a person walking with a trailing kite. 

painting of a child with a kite in an orange sky 

a painting of a person walking along a field holding a kite. 

a child is flying a kite in this drawing 

 

 

160239 

http://farm5.staticflickr.com/4083/5029487385_08bc30de4b_z.jpg 

very large balloon depicting whale on display at beach. 

a kite fashioned to look like a whale on a beach. 

a large inflatable whale sitting on top of a beach. 

this is a whale balloon in a parking lot 

a large whale kite some buildings and people 

 

Figure 17: Example of ΨKiteΩ in MS COCO 

 

http://farm1.staticflickr.com/254/519398801_f9b8e32a24_z.jpg
http://farm3.staticflickr.com/2753/4434449872_4f2ca42f20_z.jpg
http://farm5.staticflickr.com/4070/4468423978_f2ff27701e_z.jpg
http://farm4.staticflickr.com/3561/3393764736_8baeb962aa_z.jpg
http://farm3.staticflickr.com/2371/2084946944_9e4c065868_z.jpg
http://farm5.staticflickr.com/4083/5029487385_08bc30de4b_z.jpg
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In a similar vein, the machine is not currently able to extract facial expressions from 

multimodal material, i.e. laughing and smiling cannot be detected or distinguished from each 

other in the current model:  

 

Still Image Caption 

 

 
 MD Clip:image# 001603:833 

Ψ! ǿƻƳŀƴ ƛǎ ǎƳƛƭƛƴƎ ŀƴŘ ƭŀǳƎƘƛƴƎ 

ǿƘƛƭŜ ǿŜŀǊƛƴƎ ŀ ōƭŀŎƪ ŘǊŜǎǎΦΩ 

 

Figure 18: Example of ΨǎƳƛƭƛƴƎ ŀƴŘ ƭŀǳƎƘƛƴƎΩ όƛƴŎƻǊǊŜŎǘύ 

 

¢ƘŜ ƻǾŜǊŀƭƭ ƴǳƳōŜǊ ƻŦ ǘƘŜ ǘƻƪŜƴ ΨǎƳƛƭƛƴƎΩ ƛƴ ǘƘŜ a5 ŎƻǊǇǳǎ ƛǎ мΣсрп όноΣрннΦтн ǇŜǊ ƳƛƭƭƛƻƴύΣ 

3,096 in MS COCO (445.22 per million), and 5,522 in TGIF (4,147.36 per million). In a random 

ǎŀƳǇƭŜ ƻŦ ŦƛŦǘȅ ŎƻƴŎƻǊŘŀƴŎŜǎ ŎƻƴǘŀƛƴƛƴƎ ΨǎƳƛƭƛƴƎΩΣ ǘǿŜƴǘȅ-seven (54%) of the identified 

characters are not smiling, but rather frowning or grimacing. In most cases, the common 

denominator is tƘŜ ǇǊŜǎŜƴŎŜ ƻŦ ŀǘ ƭŜŀǎǘ ƻƴŜ ŦŀŎŜ ƛƴ ΨŎƭƻǎŜ ǳǇΩΥ 

 

Still Image Caption 

 

 

 

MD Clip:image# 200810:306 

Ψ! Ƴŀƴ ƛƴ ŀ ǎǳƛǘ ƛǎ ǎƳƛƭƛƴƎ ŀƴŘ 

ǘŀƭƪƛƴƎΩΦ 

  

Figure 19: Example of ΨǎƳƛƭƛƴƎ ŀƴŘ ǘŀƭƪƛƴƎΩ όƛƴŎƻǊǊŜŎǘύ 

 

¢ƘŜ ǇƘǊŀǎŜ ΨǎƳƛƭƛƴƎ ŀƴŘ ƭŀǳƎƘƛƴƎΩ ŀǇǇŜŀǊǎ су ǘƛƳŜǎ ƛƴ ǘƘŜ a5 ŎƻǊǇǳǎ όфстΦ лу ǇŜǊ ƳƛƭƭƛƻƴύΣ ōǳǘ 

only 4 times in the MS COCO dataset (0.58 per million), and 194 times in TGIF (145.71 per 

million). Clearly this is a significant over-representation and is likely to represent some aspect 

of over-compensation in the features extraction, which might be investigated by the Aalto 

ǘŜŀƳΦ Lƴ ŀ ǊŀƴŘƻƳƛǎŜŘ ǎŀƳǇƭŜ ƻŦ рл ΨǎƳƛƭƛƴƎ ŀƴŘ ƭŀǳƎƘƛƴƎΩ ŎƻƴŎƻǊŘŀƴŎŜǎ ǘƘŜ ƳŀŎƘƛƴŜ ǿŀǎ 

mistaken on 32 occasions (i.e. 64%). 
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Still Image Caption 

 

 

 

MD Clip:image# 003304:1419 

Ψ! Ƴŀƴ ƛǎ ǎƳƛƭƛƴƎ ŀƴŘ ƭŀǳƎƘƛƴƎ ŀǘ 

ǎƻƳŜǘƘƛƴƎΩΦ 

 

 

 

MD Clip:image#  103810:1173 

Ψ! ǿƻƳŀƴ ƛǎ ǎƳƛƭƛƴƎ ŀƴŘ ƭŀǳƎƘƛƴƎ 

ǿƘƛƭŜ ǎƘŜ ƛǎ ǘŀƭƪƛƴƎΩΦ 

 

Figure 20: Example of ΨǎƳƛƭƛƴƎ ŀƴŘ ƭŀǳƎƘƛƴƎΩ όƛƴŎƻǊǊŜŎǘύ 

 

While feature extraction and more training data is required to overcome some of these facial 

recognition difficulties, again, audio cues could possibly assist if incorporated into the model, 

as noted above.  

 

Lƴ ŀ ǎƛƳƛƭŀǊ ǾŜƛƴΣ му ƛƴǎǘŀƴŎŜǎ ƻŦ ΨǎŜǊƛƻǳǎ ƭƻƻƪΩ Ŏŀƴ ōŜ ŦƻǳƴŘ ƛƴ ǘƘŜ a5 ŎƻǊǇǳǎ όнррΦфф ǇŜǊ 

million), 15 in MS COCO (2.16 per million), and 48 in TGIF (36.05 per million). Although over-

represented as a proportion of the MD corpus ς suggesting perhaps that this was not the most 

narratively salient feature in the frame, but simply the one that the computer was best trained 

to extract ς ŀƭƳƻǎǘ ŀƭƭ ƛƴǎǘŀƴŎŜǎ ƻŦ ΨǎŜǊƛƻǳǎ ƭƻƻƪΩ ǿŜǊŜ ŎƻǊǊŜŎǘΥ 

 

Still Image Caption 

 

 

MD Clip:image#  100705:1136 

Ψ! Ƴŀƴ ƛǎ ǿŀƭƪƛƴƎ ƛƴ ŀ ǊƻƻƳ ǿƛǘƘ ŀ 

ǎŜǊƛƻǳǎ ƭƻƻƪ ƻƴ Ƙƛǎ ŦŀŎŜΩΦ 

 

Figure 21: EȄŀƳǇƭŜ ƻŦ ΨǎŜǊƛƻǳǎ ƭƻƻƪΩ 

 

¢ƘŜ ǿƻǊŘ ΨǎǳǊǇǊƛǎŜΩ ƛǎ ǳǎŜŘ ǘǿƛŎŜ ƛƴ ǘƘŜ a5 ŎƻǊǇǳǎΣ ǿƛǘƘ ōƻǘƘ ǘŀƪƛƴƎ ǘƘŜ ŦƻǊƳ Ψ! Ƴŀƴ ƛǎ ǿŀƭƪƛƴƎ 

ǘƘǊƻǳƎƘ ŀ ŘƻƻǊ ŀƴŘ ƛǎ ǎǳǊǇǊƛǎŜŘ ōȅ ŀ ǿƻƳŀƴΩ όІнлмсмп ŀƴŘ ІнлплмлύΦ Lƴ ǘƘŜ ŦƛǊǎǘ ŜȄŀƳǇƭŜ 
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(#201614), Figure 22 (i) below, thŜ ƳŀƴΩǎ ŦŀŎŜ ƛǎ ƴƻǘ ǾƛǎƛōƭŜ ƛƴ ǘƘŜ ŎŀǇǘƛƻƴŜŘ ŦǊŀƳŜΣ ǇƻƛƴǘƛƴƎ 

to the conclusion that the element of surprise is not detected via facial expression. The second 

example, (#204010), Figure 22 (ii) below, contains an image of two man standing in front of a 

window, with no suggesting of surprise on their faces, or indeed, the presence of a woman. 

Once again, there seems no immediate correspondence between visually expressed emotion 

and the machine-generated caption.  

 

Still Image Caption 

 

(i) 

MD Clip:image#  201614:308 

Ψ! Ƴŀƴ ƛǎ ǿŀƭƪƛƴƎ ǘƘǊƻǳƎƘ ŀ ŘƻƻǊ ŀƴŘ ƛǎ 

ǎǳǊǇǊƛǎŜŘ ōȅ ŀ ǿƻƳŀƴΩΦ 

 

 

(ii) 

MD Clip:image#   204010:308 

Ψ! Ƴŀƴ ƛǎ ǿŀƭƪƛƴƎ ǘƘǊƻǳƎƘ ŀ ŘƻƻǊ ŀƴŘ ƛǎ 

ǎǳǊǇǊƛǎŜŘ ōȅ ŀ ǿƻƳŀƴΩΦ 

 

Figure 22: EȄŀƳǇƭŜǎ ƻŦ ΨǎǳǊǇǊƛǎŜŘΩ 

 

CƛƴŀƭƭȅΣ ǘƘŜ ŎƻƴŎŜǇǘ ƻŦ ΨƳŀƪƛƴƎ ŦŀŎŜǎΩ ƛǎ ǇǊŜǎŜƴǘ ƛƴ ǘƘŜ a5 ŎƻǊǇǳǎ ōǳǘ Ŏŀƴ ƻƴƭȅ ōŜ ŦƻǳƴŘ ŀ ǘƻǘŀƭ 

of six times (85.33 per million). While this is not a single facial expression per se, use of the 

phrase implies some visual facial recognition acuity in the machine outputs. It is not possible 

ǘƻ ŘŜǘŜǊƳƛƴŜ ǿƘȅΣ ŦƻǊ ŜȄŀƳǇƭŜΣ ǘƘŜ ŎƻǳǇƭŜΩǎ ŦŀŎŜǎ ƛƴ ǘƘŜ ŦƛǊǎǘ ƛƳŀƎŜ όōŜƭƻǿύ ǿƘƛŎƘ ŀǇǇŜŀǊ ǘƻ 

ǿŀǊǊŀƴǘ ǘƘŜ ŎŀǇǘƛƻƴ ΨǎƳƛƭƛƴƎΩ ƻǊ ΨƭŀǳƎƘƛƴƎΩΣ ŀǊŜ ŎŀǇǘƛƻƴŜŘ Ψŀ Ƴŀƴ Χ ƛǎ ƳŀƪƛƴƎ ŦŀŎŜǎΩ. While the 

answer undoubtedly lies in the training data, since both options are available, it might be 

expected that poor feature extraction is in fact the source of the problem in this instance. 

  








































































