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Abstract

CKAA 5StAGSNIOES Aad LI NImandcessikigSn naufiraoda
content descriptionwhich explores human approaches to processing and describin
audiovisual broadcast andedia content (as a specific type of multimodal content),
and compares them with machidgased approaches. In light of the advances and
current limitations of machin@ 8 SR I LILINB I OKSazX | yR Ay
advance this field, especiallytiviregard to video scene description and audiovisual
a02NRGSEEAY3IS Ad ¢l a RSOARSR GKIFG 2y
comparing machindased and human methods for describing audiovisual content v
the aim of identifying characteristjgatterns of each method and informing the furthe
development of machindased algorithms.

This Deliverable describes the work carried out in Taskk®y Characteristics of
Human and Machine Video Descriptiovhich requires a comparative analysis using
crowdsourced captions derived from the training datasets, huiganerated audie
and content descriptions, anmachinegeneratedvideo descriptions derived from our
computer model.The Deliverable begins with consideration of the training datasets
employed to ready the machine ahead of processing the MeMAD Video Corpus (v
using theDeepCaptiorieature extraction model. Comparative analysithisn
performed on thehuman descriptions and the first iteration ofachine descriptions,
as the sole sourcef images/captions upon which the MDs have been built.

A number of problems arising from both the training data and methodologies
employed are discussed in relation to the fiftgtration MD, including issues arising
from the approach to crowdsourcing camms, actions taken to increase MD processi
speeds and the ongoing difficulties associated with accurate object recognition an
interconnectivity between multiple objects occurring in a single image. We concluc
the first section of our report with a nuber of suggestions for improvement, both in
relation to training data compilation and the delivery of algorithm and feature
extraction for generating machirderived video captioning.

In consideration of the second strand of our human vs. machine deseripgsearch,
we report on a case study conducted at Finnish national broadcaster, YLE, investi
the way archive editors search for and retrieve moving images for progeamaking
and resale. Interviews were conducted with the teams responsibleifalimg highly
specific extracts from past broadcast productions for the purposes of commereial 1
sale or inRhouse repurposing. In this case, the video captioning needs of the putatiy
archive audience differ from those of the at home video consumer, lnviader
narrative concerns derioritised in favour of rapid retrieval via keywords and phrase

Associated issues such as caption quality andiesa relevance are explored from
both a practical and an ethical stance.

The report closes with a discussion of next steps to include: advances in multimod
methods for promoting a diversification tfe lexiconused in the machingenerated
descriptions and enhancing visual (and potentially audio) character trackindiest a
step towards building sequential narrative.
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Introduction

In Deliverable5.1, we reviewed the cognitiveragmatic frameworks of human discourse
modelling and storytelling and outlined the research design, data processing and annotation
protocols applied in WP5, to demonstrate the work undertaken in this WP in the first year of
the MeMAD Project. The present report reflects how the project has moved forward, shifting
the focus to a comparative study of fisseration machine descriptions produced by the
MeMAD computer vision team, comparing them with hurgemerateddescriptiors of the

same material. The MeMAD Video Corpus (MVC), created in the first phase of this study and
outlined in D5.1, formed the basis of this work with descriptions and annotations of 500 film
extracts being the subject of our analysis.

In Part A we reprt on the comparative analysis of humaescriptions of the MVCi.e.
content descriptions (CD) and audio descriptions tARith the first iteration of machine
generated descriptiongMD) for the MVCusing theDeepCaptiorieature extraction model
The analsis combines corpusbased and discourseriented approaches to identify the
narrative elementshat are characteristically selected for description ane&xplorehow they
are expressed linguisticallyWe identify similarities and differences in manualgnd
automatically produced descriptions and evaluate the quadityl usabilityof each type of
description. To explore the difference$urther, we also discuss theprocess of creating
crowdsourced captionghich form thetraining datasetsor the machinebased descriptions.

Part Breports on a separate study undertaken within the company archive service at Finnish
National broadcaster, Yle. Moving the emphasis away from video description for consumer
access (the focus in Part A) and in the dimttof information search and retrieval in a
commercial film archive, this section reports on current practices for generating metadata
type captions ofvideo contentfor the purposes of reise and resale. It is envisaged that
understanding human methodogies and cataloguing behaviours in this way could indicate
where improvements and efficiencies in practice might occur, as the precursor to greater
standardisation and ultimately, serautomation of marginal activities (i.e. those which are
currently notcosteffective when performed by a human operative).

We conclude, ifPart G with recommendations and suggestions for future research paths both
within the project and beyond. To this end, we consider: the validity of crowdsourced training
data in the cotext of building models to perform complex, humdéke tasks; issues of
reliability in object identification and character recognition and possible approaches to
resolving these; lack of cohesion and narrative sequencing in compatesratedcaptioning

and perceived opportunities to explore artificial cohesion techniques though the application
of linguistic and imagéased strategies; the ethical and moral implications of endorsing-semi
automation/automation as an ersatz form of video description which magt the minimum
requirements of regulatory frameworks and quotas, but is unlikely to deliver a service with
anydemonstrableconsumer benefit in its current form.
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Part A

1 Introductory remarks

We begin this Part of the Deliverable by recapping the natirtnhe MeMAD Video Corpus
(MVC) and its purpose as a multimodal and narratively rich corpus of film material, moving on
to discuss the two strands of human annotation used in the first iteration analysis, audio
description (AD) and content description ()CDwing to the disparate nature of these two
texts, we discuss the comparative merits of hungenerated audio descriptions (AD) and
content descriptions (CD), outlining the rationale for working more closely with CD, which we
regard as our descriptive ®A 2 GA ddzk £ WINRdzy R { NHzi KQ®

We then review the creation othesecorpora(CD and ADand our approach to annotation
and analysis of the film materidbefore shifting the focus to the machirgenerated
descriptions (MD) of the MVC, beginning with an ovemd the state of the art of how video
captions are produced and an exploration of the training datasets that were applied in the
creation of the firstiteration MDs for the MVC corpus.

TheMDsgenerated via the MeMAD computer vision model #ren compared with ADs and
CDs of the same source material usangorpusbasedapproach in which we identify and
explore grammatical, lexical and semantic patterns in the parallel corpgimshconsidemg
corpuswide statistics such as tygeken ratio, wod frequency and keyness data, before
investigatingndividualparts of speech (nouns, verbs, adjectives etc.).

This is followed bya quality assessment of the MDBor this purpose, & group our
obsenationsinto three principal categories, each of whighpacts the quality of outputs:
methodological issues, where problsnare rooted in the nature of the training data;
computer vision problems, which result from current limitations in object
detection/identification; and linguistic problems, which areateld to how the output of
computer vison algorithms is rendered into natural langudgasincludes an exploration of
relevantlinguistic patternsn greater depth, engaging in the qualitative analysis of matters
like lexical variation and granularity,mantic choices and, the impact of NLP and other factors
on the production of linguistically cogent captions.

We conclude this part with a brief analysisliafuistic featureghat are particularlyrelevant
in connection with video sequencing and coherercreation, especially pronominalization
and the treatment of referentg¢e.g. as new vs. givenlVe note the differences between the
various parallel corporaith regard to the use of these features.

MeMAD- Methods for Managing Audiovisual Data
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2 Audio Description and Content Description

The initial expectation in the project was to harness human AD to inform the development of
semrautomated solutions. A corptisased approach was deemed appropriate, aimed at
identifying patterns in human AD that are particularly relevant for the modelhihguto-
generated descriptions. However, few AD corpora have been compiled to date, and even
fewer are publicly available (Salway, 2007; Jimenez & Seibel, 2012; Rohrbach et al. 2015;
Matamala 2019). Preparations to compile our own corpus showed thatreifées in stylistic
factors, density and granularity of available AD meant much current TV production content is
of limited use to the audio extraction processes originally envisaged in the project. For
example, while TV drama contains useful descriptiohsarrative action which give insight

into human meaningnaking in storytelling, the extent of the AD is constrained by quiick
direction (multiple short scenes and rapid skatitanges) and a shortage of audio hiatuses,
such that the corresponding AB minimal and largely a vehicle for announcing changes of
f20F0A2Yy O6GAY GKS LlzoXé0 2N AYINRRdIdzOAYy3a ySs
Other TV genres also proved problematic. Documentaries, for example, generally lack a clear
narrative withinthe AD, which serves the function of overlaying supplementary factual
information where this is visually relayed. By contrast, film productions, due to thekftony
narrative exposition, lend themselves to more elaborate and narratively sophisticated
storytelling and AD scripting, with opportunities for the describers to paint an audio picture
which does more than merely label the characters and their locations. This greater emphasis
on explication in film storytelling is frequently matched by a ridegicon and more complete
descriptions than would be found in a standard television production. Lexically rich
descriptions and contextualisation made feattfiien AD a better candidate for inclusion in a
corpus created specifically for our study. Howewghile AD has a perceived value in the
context of informing machingenerated video descriptions, our pilot stage illustrated that
extracting comprehensive visual information from AD can still prove problematic.

Irrespective of the differences betweenfidrent audiovisual genres, in any material the
0aSyOS 2F adaadl ofS KAIFIGdzaSa Ay GKS | dzRA2 N
interruptions to the original sound track (Hyks, 2005), often limits the extent to which any
supplementary \gual information can be inserted into the source material. In the context of
human comprehension this is not problematic. AD is not a stdade text; its purpose is to
facilitate meaningmaking in conjunction with the primary audio track containing djake,

narration, sound effects, and musical scoring (Braun, 2011). It capitalises on the human ability

to assimilate texts and sensory input by building mental models, establishing salience and
relevance, and engaging skills of anticipation, inference atrspective seklcorrection to

retrieve the unsaid and the ultimately intended meaning (Braun, 2016; Fresno, Castella &
SolerVilageliu, 2016; Vandaele, 2012). This, in turn, like any other language mediation activity,
encompasses an element of interprétan and subjectivity. Unsurprisingly, therefore, rule

based methodologies for arriving at audio described outputs have largely eluded AD producers
and researchers (ITC, 2000; AENOR, 2005), as there is a lack of consensus between describers
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about what shold be included and omitted (Vercauteren, 2007: 139; Yeung, 2007:241;
Ibanez, 2010:144) and considerable variation between describers in the lexical breadth with
which they choose to describe the selected elemdMatamala, 209).

Computer vision algoritins, by contrast, currently lack complex inferential capacity. l-arge

scale captioned image and moving image datasets of the type used for machine learning are
not sufficiently numerous, sizeable or breegaching to bridge this gap. For example, while

mostt @ At o6tS RIGFaSha o6a{ [/ h/ hZ-MDDBll@dodH)A & dzl f
include still images or limited moving images, their application to training machines for the
purposes of moving image description research is curtailed by the limited auoflexamples

of each type of action or movement available. Whilst there are advances in parallel fields (e.qg.
taskdriven facial recognition, emotion recognition, action detection etc.), the transferability

of these different strands of research to natixe audiovisual content such as film is still a very
challenging task.

What emerges from this is twinld. On the one hand, existirigaining datasets for machine
learning are not entirely relevant to the description of narrative audiovisual conte@nthe

other hand, thehighly idiosyncratic and individualistic nature of human Addiggestghat it

alone cannot provide sufficient data from which to elicit patterns that can inform and guide
the automated production of humatike descriptions. In order tmeet the requirements of

the MeMAD project, namely, combining human knowledge of describing audiovisual content
with machine learning and computer vision approaches, it became necessary to look
elsewhere for humasproduced descriptions of audiovisual contethat can be used to
identify patterns and strategies of human approaches. In short, the solution was to employ
simpler humaALIN2 RdzOS R W02 y (i S y-interprefativé) Nukitlinfoe yelasaly oy 2 v
matched the types of description the machine is currgnthhpable of producing (nen
interpretive, observational, object/action oriented)f course, humailerived data inevitably
includes a level of interpretation which introduces some element of idiosyncratic behaviour,
as discussed above in relation to ADowidver,our approach to creatingontent descriptions

was to preserve a functionality that was as descriptive and objective as possible.

With regard to content descripti®) one set were created by the research team in English as
a textsitting parallel b the AD and the machine description outpifts the purposes of direct
comparison(reported in the current Part A)n addition, a set of Finnish content descriptions
supplied by Yle was analysed éxplore authentic practices of making archive material
accessible via search and retrieval practicese Part B)

3 Approaches to Analysing Video Captions

Addressing the first task, as outlined above, i.e. that of analysing-generated video
captions and comparing them with humaenerated descriptions iorder to understand

MeMAD- Methods for Managing Audiovisual Data
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their structure and their current limitations led us to arpusbased approachand the
compilation of human descriptive corpora that are comparable with machine description
outputs. For the reasons discussed above, this began witltiegrof audio description texts.

At first reckoning audio description appears the ideal candidate to fulfil the comparative brief
as a linguistically and structurally sophisticated elaboration of the visual aspects of film
material. Machinegenerated vide descriptions capture visual elements such as objects,
characters, actions, locations and certain basic facial expressions, in a manner that is
ostensibly similar to those selected by the human describer. However, the level of complexity
in the narrativecreated by the audio describer far outweighs the lexically and syntactically
naive constructs currently produced by even the most advanced neural network model.

Furthermore, the human being draws on cognitive skills to infer what cannot be explicitly
induded in the AD due to time limitations which are likely to be beyond reach in the field of
computer vision for the foreseeable future. As pointed out above, an alternative, plainer
version of human description was therefore deemed to be an important stgpptone in
creating a multimedia corpus which promotes direct linguistic comparison between
professional audio descriptions, humgenerated content descriptions and machine
generated descriptions. In addition, the type of audiovisual material to be tsedhis
comparison needed to be considered carefully. As pointed out above, the genre of feature
films offers the most complete and elaborate AD but is likely to be too complex for the current
state of video captioning. This section explains our apprdacbreating datasets for the
comparative analysis, i.e. our solution for the selection of audiovisual material, and the
approaches to, and benefits of, creating different corpora of human descriptions, i.e. an AD
O2NlJdza | Yy R | O2 NlJdrdlesahigtionK | WLIX I Ay SND 02y GS

31 / NBFGAy3 (GKS aSa!5pnn *#ARS2 /[ 2Nllza 6 Wazx/ Qt

As stated above, feature films were selected for our study because of their professional quality
audio description and narratively challenging content. Since Jargel £ S W2 FF (1 KS &
decription corpora were not freely available, feature films which are already in the public
domain and contain reliably accurate AD tracks, seemed a feasible alternative. Cleatry, long
form and complex narrative of the type found in feature films is a gieay for automated

film captioning given the present state of the art, not least because concepts like sequencing
and cohesion are absent. Nevertheless, a wambund for this problem was inspired by
advances in automated visual storytelling (Huang et2816) whereby short stories were
devised by captioners using sets of five consecutive photos for the purposes of training the
machine to orchestrate narrative. Our solution was to break down each of the feature films in
our corpus into smaller, setfiontaned narrative units (somewhat similar to the short
sequence photo experiment) with which, it was hypothesized, the machine might more
successfully engage.

MeMAD- Methods for Managing Audiovisual Data
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These took the form of storiewithin-a-story (nicro-narratives), containing clear, narratively

signficant beginning and engoints, and illustrating elements of crisis and resolution.

| 26 SOSNE GKS Ay iSydNBOQ da23dzt (RK 160S SIFNGBK GUSERG 2ANE
part, without recourse to the greater insights available in the storyline hdythe micre

narratives themselves. In total, 501 extracts were studied from across a body of 44 feature
length films, with each extract representing one brief migid NNJ G A S o WA G2 NE ||
Mn aSO2yRA YR H YAYdzi SractwaRdépéhdénk oh yhare beitgtaS O G A 2
minimum of five separately identifiable images or actions across the duration, in order that

the computer might detect visible change.

Mindful of the lack of sophistication in current machigenerated video descriptits, we

selected examples of basic social interaction as the focus of our data mining exercise. Uniform

LI NI YSGSNBE 6SNB LXK ASR G2 (GKS aStSOGAz2y 27
and facilitate meaningful comparison and evaluation betwbeman descriptions and those
produced by machine learning techniques:

Category Criteria Observations
Source Text | Must contain audio Required to explore value of AD for informin
description computergenerated descriptions
Persons 1 or 2 principatharacters | Incidental characters and small groups of
people in the background of shots also
permitted.
Actions Minimum of 4 or 5 simple, | e.g. sitting, running, talking, walking, hugging
common actions kissing
Duration 20 secg 3 minutes Limitedduration story arcs should simplify
sequence modelling
Storyline Selfcontained micre e.g. initiating action/crisis, proposed solution
narrative action based on solution, consequence, resy
Objects Unlimited Although no limitation was put on the numbe

of objects in an extract, only those objects
regarded as key to the action were included
our annotations

Figure 1: Common features of video extracts

32 9aGlrofAaKAY3a yINNIGA@StEe aArAayAFAOFLyld wiSe

As has been previously established (D5.1, p.83Jljo description alone cannot supply the
answers we seek in terms of a comprehensive and comparable text for training computer
vision models to describe audiovisual material.

At the most basic level of meanimgaking, as both consumers and creators of multimodal
material, we are able to identify the fundamental building blocks of plot exposition. For the
LJdzN1J2 4 Sa 2F GKA&a aiddzRe ¢S OK2aSyizQolocse @D
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five essential markers which are universally present in traditionally structured narrative (post
modern and avangarde storytelling being exceptions to this rule):
main characters (e.g. man, woman, young girl, small boy)
actions (e.gsitting, walking, talking, eating)
locations (e.g. at the office, in the kitchen, on a road)
Y22Rk SY2GA2y It GSYLISNI GdzZNBE 2F GKS LIKAS
salient objects (e.qg. car, desk, bed)

To this list, we added theptionalW3Sa G dzN> t k 62 R& f I y3dz- 3SQ OF (S 3
finger) where called for in the film extract.

Establishing the nature of these important cues is generally the first task of the viewer, since
without a gauge of mood, characterisation and heS G G Ay 3 2F y I NNF G A BS |
inferential skills cannot be fully engaged. Whether or not these initial questions are answered
instantly by reference to the film text, the viewer progresses to attempting an understanding

of the action taking plee, applying other kinds of multimedia cues to facilitate this process.

These layers of meaningaking were discussed in detail in D5.1 (section 4.3) but essentially
markanosf A Y S NJ LINPIANB&aairzy FNRY WwWiSeée StS¥Syidaq
AONBSY FOUA2Yy 62d2NJ WwWO2yiSyid RSAONALIIAZ2YAEAQULX
GARSNI aU2NRBEAYS o0WSOSY(d YyINNIiIA2YyQOX 02y Of dzR
G2 RAAOSNY (GKS akKlI LIS 2F GKS ifyultimaaly achigv8d WI NI
through immersion in coherence seeking activities in order to extract inference and intention

from the perspective of the storyteller.

As the first stage of multimedia accessibility, 'key elements were explored not only as a means
of deconstructing the mental modelling process, but were also extracted from the MVC for
their potential to inform comparisons with metadata and other forms of moving image
tagging, should this be automatically generated in the context of archive matktaisn the
project.

Y

¢2 adzYYFINA&aSs GKS @l tdzS 2F SEGNIY OGAy3a wiSe
analysis process is that they are teme qua norof dramatic texts. Although all of these
elements may not be present at any single jumet a combination of two or more at any
given time will generally be critical to plot development and exposition and can therefore be
regarded as narratively important.

3.3 Audio description capture

The audio descriptions were captured and transcribed &sftem the audio descriptive track
delivered in parallel with the selected film productions comprising the MeMAD Video Corpus
(MVC). As such, this material was produced by professional audio describers and their scripts
represent interjections typical othe kind advocated by film production companies (i.e.

MeMAD- Methods for Managing Audiovisual Data
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dialoguehiatus bound, narrativelgriven, cognitively accessible). It was initially anticipated
that such elaborate descriptions would provide information salient to the visual aspects of
each film praluction against which the veracity and value of mackdeeived descriptions
created from the same source material might be assessed. However, not only is the process
of arriving at relevant and timely audio descriptions highly complex as a cognitivieguidtic
exercise it is, by its nature, also an incomplete text covering a very specHgrau of visual
elements required to aid (primarily) sighthpaired audiences.

In short, AD is applied to describe only those aspects of the film which thewnieamnot

readily detect for themselves using the accompanying soundscape, whether dialogue, sound
effects, nonverbal utterances or musical scoring. Visual cues for which simultaneous audio
markers may be discovered either independently or in paralldi thie onscreen action (e.g.

dramatic music and the sound of a person screaming accompanying scenes of a burglary) and
could therefore be regarded as redundant, are generally omitted from the AD. Such omissions
represent a significant problem when consitig AD in terms of a text through which to

inform improvements to computeB SY SN 6§ SR @ARS2 Ol LJWiA2yaz 3IAQD
odzi R2S&a y20 aavydzZ GdryS2dzate aKSFNE i LINBaSy
did not provide the solution toraining computers to deliver humadike video captions. AD

does, however, represent a useful comparative text from which to determinenéineatively

salient visual cues from a human perspective in circumstances where these cannot be
determined from the adio landscape. AD also contributes value in supplying data relating to

the lexical characteristics of human description. Thus, as a professionally crafted corpus,
movie AD can be said to comprise a heglality body of material written in a style that isth

lexically rich and narratively sophisticated. To this extent, the linguistic corpus derived from

the AD track is reliable and considered (i.e. contains minimal errors either in comprehension

of source materials or exposition in the AD output). The idetaf compiling the AD corpus are

outlined in section 3.6).

3.4 Creating the content descriptions

Having determined that AD would not provide a estep-shop for sourcing linguistic material

from which to extract comprehensive visual summarisations of fiewenal, it was necessary

to seek alternative annotations data in order to study human descriptive practices in
comparison with machine video captioning. Our approach was inspired by our work with
Finnish broadcaster&in the MeMAD consortium and by artgideration of archive retrieval
approaches, meta data and ancillary texts (screenplays, scripts, programme guides). Archive
retrieval within the broadcasting industry is founded in metadata and the tagging of video
programming, and this practice is genera @ NBFSNNBR (2 Fa WwWO2y Sy
movingimage annotations are seardbcused (personalithiased, relatively granular in
nature, salesriented) and more prosaic than audio description, having less narrative
interpretation and more overtabelling of key visual information.

MeMAD- Methods for Managing Audiovisual Data
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As one strand of the project aims at enhancing automated description services, the creation
of content descriptions for the MVC, designed to inform compiker video search and
retrieval, appeared to be a reasonalalitainable goal. In order to safeguard objectivity as far
as possible (bearing in mind that the points made about the subjectivity of AD apply to any
form of human description/translation), the brief applied to building our hurgemerated
WwO2y i SyiliiA 2RSEHACTNMADID diedte a factual description of all discernible action
occurring on screen while avoiding incursions into interpretation. Although the descriptions
were kept brief, there was no need for them to fit around dialogue and other etgésnaf the
sound track. In practice, the standard applied to compiling content descriptions across the
MVC was that the human annotator should identify actions and objietsare key tothe
narrative, and describe those elements in relation to each otued the micrenarrative
within which they were situated, without reference to events or themes derived from outside
the current film extract.

l'a | NBadzZ 6 GKS /5 O2NlJza OFy 6S NB3IIFNRSR
descriptions, govaned by similar limitations inherent within the automation model, might be
critically evaluated. Predictably, lexical variation within tAB is 29.66% greater when
measured against th€Dcorpus(usingword-types seeFigure 7, which reflects themore

filmic, descriptive remitprevailing inmost AD guidelinesin the TGIF study, ket al. (2016)
compared AD (using the LSMDC dataset) and the human descriptions created in the process
of captioning a set of animated GIFs. The LSMDC dataset was gelfeoat commercial films

and the descriptions were produced by professional descriptive video services; the TGIF
dataset was created by online users and the captions were crowdsourced. The results revealed
salient differences between the two datasets inrtes of language complexity, visual/textual
association and the scene segmentation. With regard to the language complexity, the
professional describenssed more complex and expressive phrases to make the videos more
comprehensible for the visually impairethrget audience whereas the crowdsourced
captioners only described major visual content without using expressive language. In terms of
visual/textual association, video descriptions often contain the contextual information that
might not exist in a singleideo clip but can be grasped by humans from the video/film. By
contrast, the animated GIFs lack any surrounding context. Following observation of this
phenomenon, Let al, discovered that 20.7% of the sentences in LSMDC contain at least two
pronouns, vhile in their TGIF dataset this number is only 7%. Another difference between the
two datasets involved scene segmentation. Since the video clips in LSMDC are segmented
through aligning speech recognition results to transcriptions, it is likely that somesavould

occur in the process of sequence representation (either at the beginning or the end of the
clip). This is not the case with the GIFs which are normally well segmented.€Tlaé (2016)

study showed that 15% of the LSMDC clips and 5% obéeihGIFs were not well segmented.

Figure Zoelow shows the key elements for one of our clips (taken f&@® Days of Summpgr
the dialogue transcript, the two types of human description we have used in our analysis to
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data, and an example of a screenpl@y two versionsg draft and final) to illustrate the
differences. The inclusion of the screenplay also serves to illustrate why we did not pursue the
potentially possible avenue of obtaining screenplays and using them in our corpus.

Clip #200115 (50Days of Summer, 2009)

Key Elements

G A man; a woman. M- Sad.

A-Walking; browsing; talking, picking up (a record); showing (a O- Records.

record); smiling; opening (door); leaving (shop). OT Rolling eyes.

L- Street; music store.

Dialogue Audio Description Content Description Script (2006 Draft) Script (2008)
1 Later they are in a Tom and Summer are inl INT RECORD ST@QRE | INT RECORD STQRE
music store. a music store, browsing., NIGHT NIGHT
Summer looks unhappy. Tom and a much more | Tom and a much more
in control Summer walk | in control Summer walk
down the aisles. He down the aisles. He
grabs one. grabs one.

2 Tom: It pains me we Tom: It pains me that Tom: It pains me that
live in a world we live in a world where| we live in a world where
where nobody has y2 2ySQa S@yz2 2ySQa Sg
heard ofSpearmint Spearmint. Spearmint.

3 | {dzYYSN¥Y L Summer sounds {dzZYYSNY LQ@ { dZYYSNY LQQ
heard of them. annoyed. heard ofthem. heard of them.

4 Tom: | put them on Tom is surprised. ¢2YY !'yYR Al ¢2YY ¢KSe@QN
the mixtape | made Oh look. disc | made you. (beat)
g2dzd ¢KS®@ ¢tKS8@QNB ¢ NI
one.

5 Summer: Oh, yeah. Summer looks Summer: Oh.

uninterested.

6 Summer nods, Tom rolls his eyes; he
unconvincingly. looks disappointed.

7 Tom finds theRingo Tom picks up &ingo He grabs a Ringo Starr | Tom shakes that off,
Starrrecord. Starrrecord; he laughs | album and shows it to grabs a Ringo Starr

and shows it to KSNE 2dza i || albumand shows it to
Summer. She smiles onPage 7. Shesmiles | KSNE 2dzad |
unimpressed. and they continue on in the beginning. She
down the aisles. smiles and they
continue on down the
aisles.

8 Summer gives a tight | Summer walks away; InCU, Tom goes to hold| In CU, Tom goes to hold
smile and walks away| Tom follows her and {dzyYSNDa KI {dzyrYSNDa KI
from the record tries to hold her hand. something happens. It | something happens. It
stand. Tom reaches | Summer moves away | could be a total could be a total
out to take her hand, | and Tom looks sad. coincidence, but just as | coincidence, but just as
but she pulls away. his hand approaches his hand approaches

hers (in SLO), she hers (in SLMO), she
moves it away and moves it away and
keeps it at her side. Ton| keeps it at her side. Tom
puts his hands in his puts his hands in his
pockets, unsure if pockets, unsure if
(KSNBQa &2V (KSNB@hingta 2 Y
read in that. read in that.

9 With a disappointed
sigh, Tom follows
Summer out of the
shop.

10 | [SFX WIND CHIME] Summer opens the door

and leaves the shop;
Tom is right behind her.
11 | [SFX DOOR CLOSE

Figure 2: Annotations of clip 200115

1 Screenplay: Neustadter & Weber (2008)0 Days of Summer.
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The example shows that the Content Description provides a factual and continuous
RSAONALIIA2Y 2F GKS YIFIAYy StSySyda 2F GKS F O
dialogue. It is intended for written use only. The Audio Description, by contmist also

being factual and in the above example also largely focussed on what can be seen, does not
provide a continuous description, as the AD segments alternate with the dialogue throughout

the sequence. The screenplay is shown here in differentiosess which are both available

online. However, screenplays are difficult to obtain (as opposed to film scripts made by fans

and normally containing no more than the film dialogue). In addition, they are not necessarily
correct and/or difficult to procesg-or example, the 2008 version 0 Days of Summées

available only as a nesearchable pdf. Although it is closer to the actual film dialogue than

the 2006 draft, some discrepancies remain. More important in our context, the descriptions

are not necesarily complete (see e.g. sections 5 and 6) and they do not always present
LIKeaAOlf RSaAaONRLIIA2ya 2F gKIG Oy 06S asSSy
throughout section 8). They also sometimes contain references to the script itself (see section

7), and not all descriptions are correct (e.g. the reference to800n section 8).

In relation to our further explorations, i.e. explorations relating to the structure of the micro
YINNI GAGBSa oO6W{G2NE DNI YYl NE& Qoafion fsinot hodmally £ a2 v
indicated in the script. Only in exceptional cases is a detailed analysis of the film available,
which may help in story grammar analysis. In the cagg06fDays of Summefor example,

script reader prpa website teaching screenplavritinf RS O2 y & G NHzOG a4 (G KS FAf
into the characteristic sevesequence, threect structure, whereby each act is shown to be
constructed of several steps (inciting incidentall to actiong midpoint ¢ big event/turning

point ¢ denouement).

3.5 Production of captions for the MVC and training data

3.5.1 Video Captions

The film clips in the MVC corpus were glibided into three tranches, horizontally (firgtird

of film extracts from each movie belonging to one tranche; seebird of film extractsfrom

each movie belonging to the second tranche, etc.). By processing the film material in this way,
we had planned to use the first tranche clips to produce 4bestation descriptions, and
reserve the second and third tranches for later machine iteratiolrhe concept underlying

this corpus splitting exercise was that results produced from later iterations of the machine
description algorithm might potentially become corrupted by the film material having
previously been exposed to machine processingess data. However, the dangers of test
data serving duaburpose as training data in this manner were considered to be negligible.
For this reason, it was decided to process all clips in the film corpus to produce the first

2006 version (draft)attp://www.cinefile.biz/script/500daysofsummer.pdf

2008 version:
https://staticl.squarespace.com/static/5a1c22268b96d901cd3471/t/5b987b06cd8366dd19611a09/1536719631052/500DaysofSummer
.pdf viahttps://screenplayed.film/scriptlibrary/50@laysof-summer2009

2 https://www.scriptreaderpro.com/508daysof-summerscreenplay/
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iteration machine description gdions. This also had the advantage of providing more
comprehensive data with which to perform our analysis. The same material will -be re
processed at later points to generate further iteratiommd case studies of selected
phenomena In the latter,we wil use one or more of the sutorpora, as appropriate

Hence, the firsiteration corpus of captions (machine descriptions) was created by applying

I | £ (DeePCGaptiormodel (Sjdberget al, 2018) and using two largscale open access

datasets for visuallgect recognition as training data, i.e. MS COCOQeflah, 2015) and TGIF

(Liet al, 2016)cl O2YoAYylIGA2Y NEDPONBPERSR P AYIiKKRRWRA 2
RI G = DeépCdpthBcftware exploited the combined aspects of RNN for object
identification and CNN for caption generation.

Multiple captions were created for each of the 501 MVC clips, with one caption being
generated by the machine at each computiatected shot change. This means that the
computer model is not applied to movinghagesper se,but operates on the basis of
describing a single frame at a time (in our iteration, the middle frame of a shot), each of which
is considered in isolation from the remaining imagery and any associated context. The quality
of the resulting \deo captions is largely dependent on the quality of the image descriptions
contained in the training data and model feature extraction, since the captions are sourced
from these datasets.

<s value="t0 000001:50">A <s value="t1 000001:188">A <s value="t2 000001:317">A <s value="t3 000001:393">A
woman is dancing in a room television is showing a man man is dancing in a room with  man is dancing in a room with
with a lot of people</s> on a television</s> a lot of people</s> a lot of people</s>

<s value="t4 000001:442">A <s value="t5 000001:490">A <s value="t6 000001:546">A <s value="t7 000001:590">A
woman is holding a box and woman is holding a large woman is holding a box and man is playing a piano and
talking to a man</s> colorful kite</s> dancing</s> singing</s>

<s value="t8 000001:643">A
man is dancing in front of a
group of people</s>

Figure 3: Example of first iteration machine description (Clip 00001)

MeMAD- Methods for Managing Audiovisual Data
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A number of kycharacteristicscommon across the corpusan be observed in the aboD
captioningsample(single film extract)namely

(1) the correct identifcation ofcertainitems. woman(in caption 1);TV, box

(i) other itemsare present in the description, but incorrectly identifieghan (instead of
woman),kite, aroomwith a lotof people dancing(in two instances)

(i)  anumber of objects are not identified: one of more of the characters in some frames

(iv)  narrative coherence is lackifmgecause, as explained above, the current model selects
individual frames only and is programmed to caption each independently of the next

vy wWKAfS aeydalOGAO adNHOGIdINE Ay GKS a5 Fl @2dz
g2YlLYy Aa XQ o0So3ad W g2YFLYy Aa aAiAdfontyda 2y
2F I YAONRBLK2YSQUI (GKS LINRBLRNIAzZ2Y 2F Ol L
approximately the same across the three stdrpora (MD, CD, AD; see Fig. 4)

(vi)  the difference between MD and CD/AD in this regard is that the latter both make use
ofKdzYlFy AYFSNBYyOAy3a (2 O2y@BSNI WI R22NID Ay
in subsequent shots. The machine model is not yet designed to connect images or
conceptualise a door in the same way as a human, and thus treats every occurrence of
thed YS R22NJ Iad WI R22NID 6aSS pdo o6St2600

Corpus | Total number of captions Number of captions starting with inanimate objects
MD 7,067 238
CD 4,892 138
AD 2,524 58

Figure 4: The number of captions staring with inanimate objects in the three corpora

3.5.2 Training data

MS COC@omprises 2.5 million instances of objects in 328k images harvested from the social
media website-lickt Each image was annotated with esentence captions by five individual
operatives (Cheret al. 2015), as shown in Figure BGIFconsists of 100k short sequence
animated images (GIFs) drawn frohumblr and annotated with 120k natural language
sentences. Both MS COCO and TGIF were compiled by harnessing the power of crowdsourcing
(Amazon Mechanical Turk, AMT) to produce the annotesi
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107963

http://cocodataset.org/#explore?id=107963

a girl is dancing in the bathroom to music on her lap top.
a woman dances to the music playing on her computer
a young woman idancing in front of a laptop on a desk.
a woman that is standing in front of a laptop.

a young female is dancing in her bathroom.

330053

http://cocodataset.org/#explore?id=330053

a ladyobserving a woman carrying two large bags and a man doing karate

a woman is walking down the sidewalk carrying two large bags and a man is one the
sidewalk dancing.

a man roller blades down a city street.

a man dancing on a sidewalk near a fire hydrant.

the man is dancing on the sidewalk in front of everyone.

477156

http://cocodataset.org/#explore?id=477156

a living room has a large box placed in the middle.

a living room with a box for large screen tv sitting in the middle of it.

a large box sits on the floor in between the couch and coffee table.

a living room with a very large unopened box located in front of the coach.
a large brown box in front of a burgundy couch.

338317

http://cocodataset.org/#explore?id=338317

there is a lot of foot traffic on this street during the day.
people walking down a sidewalk near a road and a building.
a street with various people wihg by a building.

there are people that are walking on the street

an image of a person walking down the street on her phone

Figure 5: Examples ¢ghuman)captioned image from MS COCO

GIF# 002484
a woman is dancing along to what is showing on the
television screen

GIF# 000789
a woman in a blue and yellow shirt is dancing outside

GIF# 000974
a group of women dressed in white are dancing

Figure 6: Examples ¢human) captioned images from TGIF
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The way in which the captions in th®ining datasets were used to produce the captions for

the MVC is difficult to identify in detail but as a general tendency, the MVC captions do not
normally contain entire sentences/captions from the training data; they combine fragments

of different capiions taken from one or both datasets. For example, the first caption in MVC

clip #000001Figure 3 6 2 @3S0 X W! g2YlLy Aa RIEIYOAYy3 Ay I NJ
appear verbatim in MS COCO. Howeverlrigsres 5 and Blustrate, images in MS CO@ad

TGIF show several people dancing in different settings.

3.6 Corpus compilation and analysis

Our strategy has been to commence with a quantitative analysis of human and machine
generated descriptions using corpus linguistics tools and techniques, ansirigaon lexice
grammatical phenomena (sexection 4below). In order to reach this point, the annotations
NEBLINSASY(Ay3d 2cdzdlicomehNEsaypions antdbikzéykeements (characters,
actions, locations, mood and gesturesas well as the trascripts of the professional audio
description and film dialogue, all of which had been constructed by a team of annotators in
year 1, were transformed into a set pérallel text corporaand aligned with the video clips

to which they refer. The additiondlescriptions that we created for the purposes of narrative
aSljdzSyOAy3dr gKAOK ¢S GSNN¥SR WS ASe dstagdwNaddl (G A2y
the machine descriptions have evolved mar® plot storylines in conjunction with elements

of story grammar. These event narrations consist of contextualised commentary on the
significance of narrative events to the stesfling arc, based on human inference and
interpretation.

As previously noted, the data preparation and processing focused on kmgvthe different

layers of annotations of our 500 video extracisY A-DINBNJ) froin@5f#nQ into parallel

corpora, aligned with each other and with the film extracts: Audio description and dialogue

were transcribed from the original screenpldy; adzY Yl NBE 2F (KS Wi Se Sf
each extract was supplied as list of key words denoting respectively, characters, actions,
location, mood, objects and gestures. Content descriptions created by the annotators
represented a brief summary of the NaNJ G A @S | QG A2y | a Al 2O00dzNNEB
82dz aSSQud {AyOS !'5 AXazX o6& Ala ylFddaNBzZ |y &
O2yaARSNI O2y(Syld RSaAaONARLIIA2ya G2 o6S | Y2NB |
of the machire descriptions can more equitably be measured.

After completion by three independent transcribers/annotators, the textual annotations were
passed to the main researcher for review to ensure consistency of descriptive/narrative style
and in levels of grararity. The texts were normalised for consistency in rendering aspects
such as nosverbal utterances, abbreviated text, numeration, narrator interjections, sound
effects and other nosverbal audio elements. Basic information about the resulting corpora is
shown inFigure 7
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Human Human Machine Description
Content Description Audio Description Iteration 1
Word tokens| 43,829 25,039 70,315
Types| 3,061 3,969 580
TypeToken Ratio| 0.067 0.158 0.008
Lemmas| 2,356 3,108 518
Sentences 4,892 2,524 7,067

Figure 7: Basic corpus information

The final step in data processing was to apply XML/TEI tags to encode the main characteristics
of the texts (clip IDs, time codes, sound effects etc.). The same principles were later applied
to the machinegenerateddescriptions[<p> <s> and <aligrere elementsof SketchEngine
notation and the remainder are derived from TEI as the linguistic standard for tagging]

Audio description Content description
<p><align><clip numbe£00050E <p><align><clip numbe£00050% time=£00:08:02
time=£00:08:02 00:08:26> 00:08:2&>

<s>An accident has brought traffic to a standstil <s>A pan shot rises from static car to view the street
a busy city street. <s> scene from above. A stream of cars aagight in a traffic
jam. Cuts to Bruce in his car, with a shot of the reamw
mirror from which hang a string of beads. <s>

<s>Bruce flicks the beads.<s> <s><s>
<s>He shakes his head incredulously.<s> <s><s>
<§><S> <s>Bruce is sitting in a silvgmey car, looking irritated. H

flicks the beads.<s>

<§><S> <s>He rotates the steering wheel back and forth in
annoyance.<s>

<S><S> <S><S>

<s>He pretends to drive maniacally. <s> <s>He holds onto the steering wheel and pretends to
drive crazily. <s>

<s><sound type£€BLEEPER> His bleeper <s>Bruce looks at his bleeper and then replaces it in |

sounds.<s> trouser pocket.<s>

<§><s> <s>Bruce shouts out loud, although he is alone in the
car.<s>

</clip></align></p> </clip></align></p>

Figure 8: Audiand content description coding
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The examples show once more how the AD provides summary descriptions (due to time
constraints) rather than specific information about physical objects, actions(ste e.g.
segment 1). The content description is maietailed

During the multilayered approach to corpus creation, a number of software packages for
text/corpus and multimodal analysis were tested. The aim was to find a package that would
enable us to align multiple parallel corpora simultaneously with dudiovisual content, to
allow for direct comparisons to be drawn. However, the identification of suitable software
tools turned out to be one of the key challenges. None of the multimodal software packages
tested to date (MaxQDA, GATE, Elan amongst ejheret our exacting requirements for
multimodal analysis fully but work on this continues and will feed into more-dnagned
(qualitative) analysis of the multimodal data.

ELAN seemed to be the obvious choice in the first instance, as megdmeeatedcaptions
produced by the computer vision team can be easily read in the software, and files created
may be readily exported in XML format. However, besides manual manipulation of data, there
appeared to be no solution to timaligning each of the humagenerated corpora for direct
comparison. We also explored the opeaurce software GATHht{ps://gate.ac.uk), a
computational linguistic programme designed to handle human language media using pipeline
processing tasksAlthough useful for information extraction and tagging, its limitations,
particularly the lack of a flexible interface for processing moving images and linking these with
corresponding corpora, proved an insurmountable barrier to application in the psougsf
multi-stream multimodal data.

As a solution, the textual data were ingested into an established corpus analysiSketith
Enging, which supports alignment of multiple parallel corpora and export in XML format. The
video clips are linked to theslevant corpus segments via the encoded clip IDs.

[, CONCORDANCE MD Tagged 1727 < Gtmoespace® © @ M &

lemma desk 74 (1,052.41 per miion) a % ©@ 9 2 = T 28 - M wc- + ® W

Details Left context KWIC Right context

D doc0 e 000103 sitting on top of a wooden table </s><s>Aman s sitting ata  desk  with a computer </s><s> A woman is dancing in front of a mi
dock0 e 000103 1t @ bar and talking to a woman </s><s> Aman issittingata  desk  and looking at a computer </s><s> A man is dancing in front
doc#0 e 100106 an and then she looks away </s><s> Awoman is sittingata  desk and talking </s><s> A man is standing in a kitchen with a lot

) doc#0 e 100106 kissing a woman s forehead </s><s> Awoman is sitting ata desk  and talking </s><s> A woman is sitting at a desk and talking

m oo @ fii

doc#0 e 100106  sitting at a desk and talking </s><s> Awoman is sitting ata  desk  and talking </s><s> A woman is talking to @ man and he is st

doc#0 e 100111 > of people are sitting at a table </s><s> Aman is sitting ata desk  with a laptop </s><s> A man is sitting in a chair and his head

doc#0 e 100111 1is sitting in a chair and talking </s><s> Aman issiting ata  desk  with a laptop </s><s> A man is sitting in a chair and smiling <
dock0 e 100111 1is sitting in a chair and smiling </s><s>Aman issitingata  desk  and talking </s><s> A man is looking at something and then
7 dock0 e 100208 »aman and he is talking to him </s><s>Aman is sittng ata  desk  with a computer </s><s> A man is jumping on a trampoline 2
) doc#0 e 200210 toawoman and she is smiling </s=<s> Aman is sittingata  desk  and talking </s><s> A woman is looking at a man and smiling
) dock0 e 200210 is looking at a man and smiling </s><s> Aman is sitting ata  desk  and talking </s><s> A man is talking to @ woman and she is ¢

doc#0 e 200507 1er man is talking on the phone

s
s

doc#0 e 200210 to awoman and she is smiling </s><s> Aman is sitting ata  desk  and talking </s><s> A woman s talking to a man and smiling

</s><s>Amanissittingata desk and talking </s><s> A dog is playing with a toy on the floor <,

s

) dock0 e 000603 ! is Sitting in a chair and smiling </s><s>Aman is sitting ata  desk  with a laptop </s><s> A man is standing in a room with a wor
dock0 e 000603 book with a picture of a man on it </s><s> Amansittingata desk  working on a laptop </s><s> A man and a woman are kissinc
) dock0 e 000703 dne in front of a box of doughnuts </s><s> Aman sitting ata  desk  working on a laptop </s><s> A dog is standing on a skateboz

) doc#0 e 100704 S sitting on a couch and talking </s><s> Aman is sittingata  desk  and talking </s><s> A man is walking in a room with a woma

doc#0 e 100808 ‘ething and then looks away </s><s> Awoman is sitting ata desk  and talking </s><s> A man is dancing in fi Back to the original interface

Figure 9: Sketch Engine, example concordance in machine captions dataset
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4 Corpus ComparisarOverview

Comparison of the three key corpora (machine descriptions, hucneated content
descriptions and audio descriptions) illustrates the fundamental differences between video
descriptions produced as a result of basic machine learning, and those derivedhdiraan
interaction with the same multimodal materials. Before turning to these, it should be noted
that in terms of overall corpus size, the AD corpug & expected; smaller than the CD
corpus, given the purpose and brief of the content descriptions @®ve). The MD corpus is

the largest, although the size is entirely arbitrary since the frequency/points at which the
machine produces a caption can be adjusted by time interval (e.g. every 3 or 10 seconds),
frame count or shothange detection. As exphed above, in our first iteration a caption was
generated for the middle frame of each shot.

Category MD Types | Tokens CD Types| Tokens AD Types Tokens
all words 580 70,315 3,061 43,829 3,969 25,039
type-token ratio (TTR) 0.008 0.067 0.158

nouns 363 18,160 1,482 13,403 1,862 7,291
verbs 88 18,964 531 9,576 726 4,458
adjectives 39 460 297 1,448 490 1,221
adverbs 7 1,783 179 1,917 250 1,097
conjunctions 2 4,498 5 2,077 5 985
pronouns 14 1,938 21 3,477 21 2,888
prepositions 22 8,500 60 5,232 52 3,300

Figure 10: Corpus information and comparison

The number of unique wordsypes represented in the MD corpus is considerably smaller
even in absolute terms, despite the larger size of the MD cogahan that present in both

of the human description modalities (MD: 560; CD: 2,941; AD: 3,951), illustrating at a glance
the lexical poverty in the automated output. A similar pattern can be observed in relation to
verbs (MD: 88; CD: 531; AD: 726) and ettjes (MD: 39; CD: 297; AD: 490).

In each case, the percentage of unique words appearing in the machine corpus as a percentage
of the CD equivalents are: all words (19.72); verbs (16.57); adjectives (13.13). Whilst the same
comparison in relation to ugueness in the MD vs. AD corpus produces the following scores
(%): words (14.68); verbs (12.12); adjectives (7.96).
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The typetoken ratio (TTR) of the three corpora (MD 0.008, CD 0.067, AD 0.158) supports this
observation. As can perhaps be expected, phafessionally created audio descriptions have

the highest TTR, meaning that the lexical variation in this corpus is greater than in the other
two. However, the TTR of the CD corpus is in the same order, whilst the TTR of the MD corpus
is 20 times lower thn that of the AD corpus and 8 times lower than that of the CD corpus. For
comparison, TIWO, the AD corpus built by Salway (2007) based on AD of different TV genres,
registers a TTR score of 0.044, and the LSMDC corpus (Rohrbach et al., 2015), whith contai
180 films with professional AD, has a TTR of 03021.

These descriptive statistics paint an unequivocal picture of the overall shape and parameters
of the machine corpus, which clearly falls short of human descriptions in all areas of lexical
diversifcation. Indeed, not only is the size of the MD lexicon an average 17.2% of that created
by human operatives (across AD and CD modalities), but adjectives comprise 10.9% of the CD
corpus and 12.4% of the AD corpus, yet only 6.7% of the machine corpugeth#ps not
surprising that the human operative annotations deliver a description that is more creative,
imaginative and entertainmeded than the machine currently produces, although this
imbalance might potentially be partially rectified in future maehiterations by changes to
computer vision feature extraction.

Notably, alverbs are largely absem the MD corpugword tokens: 1783type-tokens:7) with

ahigh number ofvord(i 2 { Sy da 3ISYy SN} SR 0@09)y¥yR Wesa)l &aLlSa
Thederivation of¢henQ OlF'y 6S GNF¥ OSR o6+ Ol G2 +ty Fy2YFfe
in splitscreen images being caphed by crowdsourced operativess if they were two
AYF3Sasxs O2y22AYy SR ¢(keé B.1) Relgabding JKehdveibS'd 1Wdoftie ( K Sy ¢
680 word tokengound in the MD corpus60l1are collocates ofthe verbW{ 2Phé remaining

five adverbs have a frequency of fqur less,in the MD corpus

This quantitative overview serves to illustrate the differences betweenctrpora. Further
insights come from our comparative qualitative analysis of the data for the purposes of
identifying characteristic features and pattern deviations between machimehumarnled
approaches. These insights will be outlined in the next sectishich focusses on an
assessment of the current quality of machigenerated descriptions.

3 Due to the much larger size of the TIWO and the LSMDC corpus (300k and 1M words respectively), the TTR of
these corpora is only a rough indicator, as it is natural for the TTR to decrease with corpus size. In the TIWO, the
different TV genres from which ¢haudiovisual content for this corpus was drawn, may also have had an impact

on the TTR. The LSMDC corpus contains 1,080,922 word tokens, 22,975 types, 16,507 lemmas, and 108,536
captions
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5 Video Captions: Quality Assessment

Our initial quantitative analyses of the machidescriptions, as exemplified Figure 3show

that at present, these desgiions hardly give insight into the essence of many of our micro
narratives. On the face of it, the computer algorithms often miss orid@stify one or both

of the main characters, key actions and the mood of a scene, they do not acknowledge
repeated apgarances of a character or object and, above all, they miss the intended meaning
of our micrenarratives. As the application of automated image or video captions is relatively
new territory to both human information retrieval and to human understandinthecontext

of media access, it is important to trace these observable phenomena back to source (their
underlying problems). It is these issues which make current video captions appear trivial or
naive and which allow us to explore how human descriptivenkedge can potentially be
applied to improve outcomes. We have therefore grouped the observed problems into three
principal categories, each of which impacts the quality of outputs: methodological issues,
where the problem is rooted in the nature of theaining data; computer vision problems,
which result from current limitations in object detection/identification; and linguistic
problems, which are related to how the output of computer vision algorithms is rendered into
natural language. Each area wi discussed below.

5.1 Methodological Issues

A significant problem is the nature of the available training datasets. In the field of image
recognition and description a number of large, comparatively high quality, annotated datasets
are available when compadeto other types of training data (e.g. in the business world).
However, these captioned image datasets are not optimised in a way that serves linguistic
studies. This can be illustrated with reference to one of the principal training datasets used to
crede the first iteration descriptions for our MVC corpus, MS COCOQOe{Lah, 2015). As
explained above, MS COCO is a meticulously designed and annotateddalgelataset for
visual object detection and captioning. Each still picture has been annotatid five
captions, generated by five individual human operatives, describing the image content (Chen
et al, 2015). The purpose of this exercise is to harvest visually pertinent information from
which machines can learn the connections between the visbhpabs and actions, and the
semantic labels given to them by the annotators. As with other-dekated tasks of a similar
scale, the MS COCO creators resorted to crowdsourcing service Amazon Mechanical Turk to
collect the image captions (Chest al, 2015. Although a widely accepted practice for
manipulating datasets of this size, crowdsourcing annotations for training data in this manner
introduces a number of factors which render the results from test datethis case, our MVC
corpusg less reliableand demonstrably low in quality.

Firstly, thetype of work undertaken is financially rewarded according to the number of units
of material captioned, meaning that captions are produced spontaneously and rapidly,
possibly without much thought being givém lexical variety or nosuperficial observations.
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The protocols attaching to such image captioning tasks include word count and time
limitations, which can have a significant impact on creativity, resulting in rigid syntax.

Secondly, in terms oforkers and their profiles Amazon Mechanical Turk and similar
crowdsourcing services tend to attract college students from a computing background, leading

to age and interest bias (Difalla@halY HAMy 0 ® wS&SIFNOK akK2g¢a GKI G
impact on the quality of their work (Kazeati al. 2012) and that feedback can improve quality

(Hanet al.2019). However, Chest al.(2015) do not discuss the details of their approach to
recruiting and working with the crowd workers, and the MS COCO cepsinggest that at

least some of the crowd workers are amateurs when it comes to the descriptive genre. The
examples in Figure 11 illustrate the different skill levels. For instance, whilst caption 1.iii.
sounds professional and forms a grammatically c@tgplsentence with a verb in simple
LINSaSyis Al AyOftdzRSa 'y Fo&aGNI OG @I fdzS 2dzR3
vague, givinitle RS G At | 62dzi GKS 2062S00a Ay GKS NR2Y
2, several captionsrefeet 4§ KS NBR aA3y X o6dzi I O3y iliNE ANBYA
that may be needed in the context of content description for archival purposes or AD.

1 (#374628)

i.  akitchen made of mostly wood with a small desk with a laptop

ii. afull view of aropen kitchen and dining area.

iii. a beautiful, open kitchen and dining room area features an isl
in the center and wood cabinets and large windows.

iv. a kitchen with wood floors and lots of furniture.

V. avery spacious room with a kitchen and dining area.

2 [#132394)

i. ared sign is on the gray sidewalk

ii. avandalized street sign on a side walk

iii. ared cautionary sign wittknow hopée in graffiti

iv. around red sign on the other side of a stop sign

v. ared sign is at the corner of the street on the sidewalk

3 (#290868)

i.  agrandmother standing next to a child in a kitchen.

ii.  babytrying to openwooden cabinets under the sink.
iii. awoman and child stand in the kitchen.

iv. an older woman is standing in the kitchen with a child.
v. the little girl istrying hard to openthe cabinets

Figure 11: Examples of captioned images from MS COCO

The descriptiortask may also impact the quality of the results. The crowd workers for MS
I hlih 6SNBE AyadNuzGSR (2 RSaONARO6S Iff dGaAYLRN
words, and not starting sentences with there is/are. An obvious problem is that crowd workers
doy20 Fftglea F2tt2¢ (GKS AyaidNdzOGrzyad ! foSA
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(N=12817, see e.drigure 5 6 2 S0 | YRk 2NJ LIKN} aS&8 adzOK | a al
which are similarly redundant in this context. More importantly, the instructigioric raises

0KS KAIKEE& NBfSOIyd jdzSaadAaz2yyY ¢KIG NB (GKS ¢
the answer is inextricably linked to mattersrefevance and saliencyConsidering image 1 in

Figure 4 again, each caption highlights different otgeillustrating the differences in human
perception and approach to simple tasks of this kind. In a video scene, whether it is important

to mention the laptop or to highlight the mostly wooden outlay will depend on the context of

the unfolding narrative.

Further issues inherent in this type of description aecuracy, vagueness and lexical
ambiguity. Chenet al. (2015) explore recall (i.e. whether an entity that is present in an image

is referred to in the caption) and accuracy (i.e. whether the dpson is correct) for selected

nouns, adjectives and verbs. Their results indicate high recall and accuracy rates for nouns
RSYy20Ay3 a42YSgKIFEG NINB SydAdASa gAlGKz2dzi Yl ye
rates for other more prosaic objects (ega A RS g £ 1 ¢ 0 ®

A more fundamental problem in our context is that although the aim of MS COCO was to
present scenes, i.e. objects in context, it is still a databastatit imageswithout narrative

coherence from one image to the next. As such, it caucamctions only to a limited extent

and cannot provide examples of narrative cohesion (e.g. causal, temporal cohesion, links
between characters, ceeference). As for actions, we clearly have ability the to identify visual

actions in still images, espady in photos, using common knowledge of body movements,
postures etc. Thus MS COCO has numerous instances of walking, playing, drinking, which can

be detected from a single frame. In addition, it contains verbs denoting actions that would
stretch over seeral frames in a video scene, e.g. opening (Ronchi & Perona 2015), although
1KSaS NS O2yaARSNIofte fSaa FNBILddSYyd |yR 2«
adz33SadAy3a dzy OSNIFAyGe 6aSS CATdzZNE mwoks o0 PAA
fA1S KS Aa FlriftAy3deés IfGK2dAK AYFIFNBdzSyids Ay

With regard to cohesionlinkage of characters through actionis limited and builds on a
aYFttSNI aSi 2F OSNbax YlEAyfte adalt{1{Ay3és odzi
itself problematic. It illustrates the point that human descriptions are narratively salient and
relevant in a way that computer deriptions are generally not, at least consistently. When we

see a man and a woman arguing about who does the washing up, narrative saliency may not

G2 0SS F2dzyR Ay (KS Y2adGd O2YY2y 27F O2YLXzi SNJ
Adding a layer of entmnal description may be possible if the computer determines facial
SELINBaarz2ya yR GKSNBTF2NB asStS0Ga a! YIy |yR
incompatibilities within the relationship. Most people would be able to detect this nuance by
interpreting the dialogue in terms of the social setting, vocal tonality, facial expressions and
02R& fly3dzZZ 3Sd® aSIysgKAf ST (KS ORethdguiesidy a A Y LI
even reach this conclusion when the characters are not visibly speeéld. theirmouthsdo
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not appearto be forming words).As a measure of quality, the value for the viewer is to be
found in the storytelling and not in the quasietadata description represented as a formulaic
Wl ybg 2 Y. yhihé éxanipl@ extract bel, the salient point, for instance in parts 4 and

p 2

62Y1I yQa

Aa y2i

aAyYLIX e

T OS Aa

Ly

idKS

Whigthdisayd4nd thfen yh&@unimgressed |6ok dnyha
2T AYLERNIIFyOSo®

album is of moremportance than the fact that he is talking while browsing the records.

10

11

Dialogue

Tom: It pains me we
live in a world
where nobody has
heard ofSpearmint

{ dzYYSN¥Y L
heard of them.

Tom: | put them on
the mixtape | made
g2dzd ¢KSe
one.

Summer: Oh, yeah.

[SFX WIND CHIME]

[SFX DOOR CLOSE

Audio Description

Later they are in a music
store.

Summer nods,
unconvincingly.

Tom finds theRingo Starr
record.

Summer gives a tight smil¢
and walks away from the
record stand. Tom reaches

out to take her hand, but
she pulls away.

With a disappointed sigh,
Tom follows Summer out

of the shop.

Content Description

Tom and Summer are in
a music store, browsing.
Summetooks unhappy.

Summer sounds
annoyed.

Tom is surprised.

Summer looks
uninterested.

Tom rolls his eyes; he
looks disappointed.

Tom picks up &ingo
Starrrecord; he laughs
and shows it to
Summer. She smiles
unimpressed.
Summer walkaway;
Tom follows her and
tries to hold her hand.
Summer moves away
and Tom looks sad.

Summer opens the door,
and leaves the shop;
Tom is right behind her.

Figure 12: Clip #200115 with machidescriptions

Machine
Description (MD)

A man is sitting in a
library with a book
shelf

A woman is sitting
on a couch and
smiling

Aman is sitting in a
library and smiling

A woman is smiling
and then she smiles

A man is talking to
a woman and shés
smiling

A man is talking to
a woman and she is
smiling

A man is talking to
a woman and she is
smiling

A man is talking to
a woman in front of
a bookshelf

A man is dancing in
a room with other
people

A man is talking to
a woman and she is
smiling

A man is sitting in a
chair and talking

Images used in MD

alvys

0 dzu

7z
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Interestingly, while AD may assist in determining that a man and a woman are in the music
store (the fact that they are not happy would be discernible to the viewer from voice tone and
language), human content descriptions (CD) indieaterything that can be observed in the
sceneg two people, music store, music records, unimpressed faces, disappointnieing

short only on broader narrative interpretation, which requires material from outside that
specific scene (the failing relatiship, perhaps). To this extent, and for this particular purpose,
the CD corpus can be considered a more appropriate and qulitgn resource.

One of the problems exacerbating the issue that there is no cohesion between individual MDs
is also that theMD currently only describes the middle frame of each shot; the middle frame
IS not necessarily the most representative frame of a shot. This makes it even more difficult to
create a coherent narrative.

The lack of linkage of characters is one indicatod &€ S RIF G aSGQa f AYAGI GA
creating a cohesive narrative. Another indicator is the ladewiporal, causal or other links

between individual action¥ A ®S® (GKS 06aSyO0S 2F NBftSOIyid O
occurs within the MVC coys, instances can be traced back to sptiteen images in the

training data which prompted captioners to treat them in sequence, belying the superficially
temporal implications of the phraseology. Finally, narrative coherence is constructed in the

way hunman beings identify, recognise and refer to characters. MS COCO, however, does not
include any support for this, for example, in the form of cohesive chains drawing on
pronominalisation and other ways to creato-reference The absence of e®ference

markers is certainly one of the most noticeable features in the current MD corpus. Many
examples in which a series of captions refer to the same characters read as shélgara

12 above. The story arc from which it is taken shows one man and one woman.

00:00:00.000 00:00:02.708 man is talking and smiling and laughing
00:00:02.700 00:00:04.538 woman is smiling and talking to someone
00:00:04.533 00:00:24.609 man is dancing in a room with other people
00:00:24.600 00:00:26.738 woman is sitting @ a couch and smiling
00:00:26.733 00:00:28.26% man is dancing in a room with a lot of people
00:00:28.267 00:00:30.73% man is walking through a door and then he falls down
00:00:30.733 00:00:33.009 woman is sitting on a couch and eating a sandwic
00:00:33.000 00:00:34.608 man is talking and smiling and laughing
00:00:34.600 00:00:36.208 man is sitting on a couch and talking
00:00:36.200 00:00:40.96X man is talking and smiling and laughing
00:00:40.967 00:00:42.96X woman is sitting ora bench and talking

Figure 13: Example of machine description from MVC clip #200006
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Another difference is in the nature of the training dataset, i.em@match between the

content of the images in the training data and that of the MVYThe images in MGOCO show

simple everyday scenes of people walking, talking, eating, engaging in sports and so forth. The
explicit aim of the MS COCO creators was to includeicamc images, i.e. scenes without

one person or object clearly standing out. In our corpusictv contains extracts from feature

films, visual scenes are more deliberately composed, iconic and laden with narratively relevant

mise en scéne. They are also subject to editing techniques that manipulate visual content to
include multiple shot changesloseups, panning and zooming techniques which render the
YFEOGSNRAFE RAFFAOAzZ G F2NJ KS YIFOKAYS (2 WNBIRQ

Aside from the methods applied in relation to the purchase of training data captioning services
from crowdsourced websites, and the differences intia¢ure of the visual material included

in the training data and our MD corpus, other measures were taken during the application of

the training data to MD production which impacted results. In particular, the lexical poverty

of outputs was increased by ehelimination of tokens in the training data which occurred
FSH6SNI GKIFIY F2dzNJ GAYSad ¢KSasS wizy3a (FAtQ g2
the corpus, are a regular feature of AD and human description adding nuance and colour. In
this case, elinmation from the training data before applying ttizeepCaptiormodel was a

matter of computer processing expediency. Furthermore, topical bias is inherent in the types

of data typically collected frorlikrand Tumblr, such that words likkaptop, microphae and
surfboardare overrepresented in the test data results. Poor data cleansing within the training

data also resulted in grammatical mistakes, lexical errors, and incomplete captions
transferring across to the MVC machine descriptions. Finally, ndamguage processing as

it has been applied to MD output, falls short of human descriptive requirements, being highly
F2NXYdzZE FAO YR adeyial OiAOltfe NBudbigerind T dzt aAy
illustrated in the earlier examples). Taken togaththese factors currently result in poor

quality captions.

5.2 Computer Vision Problems

At the most fundamental level, visual storytelling relies on the successful identification of
characters in order fothe viewer to locate them successfully and consistently within the
unfolding narrative. This is particularly the case for siginid cognitivelsimpaired viewers,

but also in the video retrieval scenario, where a certain character must be isolated frast a
wealth of video material. Separation between male and female protagonists where they are
seen and not heard is generally helpful, notwithstanding issues of gender labelling and gender
bias which are outside the scope of this study. Fully sighted humeargs are capable of
distinguishing between sexes featured in moving imagery in a traditional, binary sense with
relative ease. The MD outputs from our computer model were unreliable in this regard,
although the training data from which they were derivisdunlikely to have had a significant
error rate.
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Still Image Machine caption (MD)

Clip#: frame#: 200212:156

Wi YLy Aa Gf
at

Figure 14:Example of incorrect gender assignment

In addition to the incorrect labelling ajender, in certain circumstances the inconclusive
YVIEGdZNE 2F GKS O2YLJzi SN gAaAz2zy Y2RSt fSIRa G2
ISYRSNX¥ ¢KAa (20Ff ydzYoSNI 2F Wl LISNA2YQ Ay
whereas in training dat#his is a less frequent phenomenon (MS COCO: 3312.99/m; TGIF:
3240.83/m). A random sample of fifty concordances were examined to determine whether a
pattern emerges. In forf KNBES 2F GKS O2y O2NRIyOSa 6ycz0 |
visible in the stillmage captioned (as opposed to the face, head or full body). Many of these
examples contained hands holding something, or fingers.

Still Image Caption details

MD corpus clip#:frame# 200508:93

a! LISNBR2Y Aa K2f RAy3 |

Figure 15:Example of‘\# persorQ

AD containing incorrect labelling of male and female characters would be unhelpful at best,
and at worst represent a significant confound for audiences experiencingisighairment.

Vocal gender profiling work wilindoubtedly help to rectify this issue, compensating for
unreliable computer vision feature extraction which is currently too rigid andvolend (e.qg.

a person with short hair is generally labelled as a man, irrespective of dress, mannerisms, voice
and aher cues implying gender).
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As an alternative approach, we have been liaising wihsortiumcolleagues to test their
vocal gender identification model on our feature film material. This builds on the work
undertakenwithin the projectto diarise multimodal voice outputs as a preliminary step to
calculating male/female gender split in the specific casthefFrenchaudiovisual landscape
(Doukharet al,, 2018. Vocalisation techniquesfor example, patterns in the expulsion of air
during speech, and geedspecific pitch of vowel formantsare used to profile vocal tracks
and determine the sex of the speakdddukhan et al 2018). However, this process is not
optimised for theEnglisnanguage Nevertheless, the machine adapted to natural English to
a imited extent, while extremes of emotion (e.g. crying, shouting) created a confound. The
feature film genre also presented problems for the modaehjch was trained and evaluated
on news, interviews and debatesjch thatextraneous noise (e.g. stresbunds, music mixed
with speech) reduedthe efficacy of speech analysi¥e expect to undertake further research

in this area duringhe life of the project, and intend to report the results of this workthe
nextdeliverable(D5.3)

Similarly, machie-based object detection remains unreliable to the extent that tsbandard

angles, changes of size/scale and rapid changes of light and shade can alter the description
FNRY W OFNXD (2 WF 3IdaAGFND 0SG6SSy rigghth FNI YS
one frame but not in a subsequent frame. For instance, example X (= example used in 3.5.1 to
aK2¢ oKIG a5 t221a tA1S0X AyOfdzRSR 2yS Ayail
computer vision problem, the object denoted as a kite is it éashield shaped sign). In the
AYF3S 4gKSNB GKS g2NR W{AOISQ Aa dzaSR3X GKS aa3
unusual angle and the caption makes no reference to it.

Image 1 Image 2

Figure 16 Example ofKiteCin MD corpus

{ SI NOKA if$@SHCOCO dataset reveals the variety of images showing a kite (six
examples shown below).
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http://farm1.staticflickr.com/254/519398801 f9b8e32a24 z.jpg

a little boy standing in the grass with a kite in the sky in the background.
a little boy standing in a field below a kite.

a young boy is posing in a large grassy area.

a boy is out on the parftying a kite

young boy posing in front of a flying kite in the park

154520

http://farm3.staticflickr.com/2753/4434449872 4f2cad2f20 z.jpg
there is a man holding on theldte that hes flying

a large kite is flying in the sky

a man flies a kite on a sunny day

a beautiful clear blue sky is ideal for flying his kite.

a person is under a clear sky flying a rainbow kite.

132328

http://farm5.staticflickr.com/4070/4468423978 f2ff27701e z.jpg
a man and his son fly kits in a field as a crowd watches.

a group of people playing with kites in the park on a sunny day
many people watch a person fly @ekwith a young person

a father helps his son fly his kite.

the father and son are looking at the kites flying overhead.

348982
http://farm4.staticflickr.com/3561/3393764736_8baeb962aa_z.jpg
the lady holds a small box kite on a string.

a lady doing something interesting with some kite in cold weather.
a woman in a brown jacket holding a kite in a field.

a woman holds bags and akithat resembles two boxes.

a woman is holding a kite in a park.

041859

http://farm3.staticflickr.com/2371/2084946944 9e4c065868 z.jpg
illustration of a silhouettegherson with a kite.

a painting of a person walking with a trailing kite.

painting of a child with a kite in an orange sky

a painting of a person walking along a field holding a kite.

a child is flying a kite in this drawing

160239

http://farm5.staticflickr.com/4083/5029487385 08bc30de4b z.jpg
very large balloon depicting whale on display at beach.

a kite fashioned to look like a whale on a beach.

a large inflatable whalsitting on top of a beach.

this is a whale balloon in a parking lot

a large whale kite some buildings and people

Figure 7: Example of'®KiteCin MS COCO
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In a similar vein, the machine is not currently able to extract facial expressions from
multimodal material, i.e. laughing and smiling cannot be detected or distinguished from each
other in the current model:

Still Image Caption

MD Clip:image#01603:833
wi g2YFLYy Aa avYA
GKAES 6SIENAY3 |

Figure 18Example of @ YAt Ay 3 I yR f I dZAKAY3IQ O06AYyO2NNBOGO

CKS 20SNIff ydzYoSNI 2F (KS (21Sy WaYAftAy3aIQ Ay
3,096 in MS COCO (445.22 pellion), and 5,522 in TGIF (4,147.36 per million). In a random

al YL S 2F FTAFTGE@ O2y 02 NRI B A54%) of/ the: ideyftiied I Wa
characters are not smiling, but rather frowning or grimacing. In most cases, the common
denominatorisk S LINBaASyOS 2F a4 tSIrad 2yS FIL0S Ay W

Still Image Caption

MD Clip:image# 200810:306
Yl YlLy Ay | adz
Grtl1Ay3aQo

Figure 19Exampleof# YAt Ay 3 FyR GFE 1 Ay3IQ 6AYyO2NNBOGO

¢KS LIKNFY¥asS wavYAftAy3a FyR fldAKAYIQ | LIISFNRE cy
only 4 times in the MS COCO dataset (0.58 per million), and 194 times in TGIF (145.71 per
million). Clearly this is a significant owvepresentation and is likg to represent some aspect

of overcompensation in the features extraction, which might be investigated by the Aalto
GSFY® LY ' NIYYR2YA&ASR alyYLXS 2F pn WavYAiAfAiy3
mistaken on 32 occasions (i.e. 64%).
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Still Image

Caption

MD Clip:image# 003304:1419
Wi YLy A& &AYAf
a2YSOKAY3IQO®

MD Clip:image# 103810:1173
Wi g2YlLy A& Ay
GKAES akKsS ara

Figure 20Example of# YAt Ay 3 | yR I dAKAYy3IQ

6AYyO2NNBOGL
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While feature extraction and more training data is required to overcome some of these facial
recognition difficulties, again, audio cues could possibly assist if incorporated into the model,

as noted above.

LY | &aAYATIFIN @SAYyZI {®y Ok ya oISy G2Razy RT Aya SINKS2 dasb
million), 15 in MS COCO (2.16 per million), and 48 in TGIF (36.05 per million). Although over
represented as a proportion of the MD corpysuggesting perhaps that this was not the most
narratively salient featre in the frame, but simply the one that the computer was best trained

toextract¢l £ Y2ad Fff AyadlyoSa

Still Image

Caption

MD Clip:image# 100705:1136
Wi YlLy Aa ot 1A
ASNR2dza 221 2

Figure 218 | Y LJ S

2F Wa SN 2dza

¢tKS g2NR Wadz2NLINA aASQ

i K NR dz3 K

R22NJ | yR

f2210Q

Aad dzaSR Go6AOS
R

Ad adzNLINA A S

(0]

Ay
e

2F WYWa SN 2dz

f2210

G§KS a5
62YFYyQ
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(#201614)Figure 22 (ipelow, thS Yl yQa FI O0S Aa y24 @GArAaAirofsS Ay
to the conclusion that the element of surprise is not detected via facial expression. The second
example, (#204010Figure 22 (iipelow, contains an image of two man standing in front of a

window, with no suggesting of surprise on their faces, or indeed, the presence of a woman.

Once again, there seems no immediate correspondence between visually expressed emotion

and the machinegenerated caption.

Still Image Caption

(i)

MD Clip:image# 201614:308

Wi Yy A& sFt1Ay3
AdzNLINAASR o6& | g¢g2Y

(i)

MD Clip:image# 204010:308

Wi Yy Aa ¢l t1Ay3
A dzNLINA &SR 08 | g2Y

Figure 22EE | YLJ S& 2F WA d2NLINA&ASRQ

CAylLffes 0KS O2yOSLIi 2F WYIF{lAy3a FI10SaQ Aa LN
of six times (85.33 per million). While this is not a single facial exprepsiose use of the

phrase implies some visual facial ogaition acuity in the machine outputs. It is not possible

G2 RSGSNX¥YAYS gKes F2NJ SEI YL ST (GKS 02dzLid $Qa
G NN yiG G0KS OF LIiA2Y WaYAf AYWFI/Q X2 NJaY ivhildiBeyAdy FQ X
answer undoubtedly lies in the training data, since both options are available, it might be
expected that poor feature extraction is in fact the source of the problem in this instance.

MeMAD- Methods for Managing Audiovisual Data
Deliverable 5.2












































































































