MeMAD nemad. eu

info@memad. eu

Methods for Managing
Audiovisual Data Twitter — @memadproject

LinkedIn — MeMAD Project

MeMAD Deliverable

D4.2 Report on Discourse-Aware Machine Translation for Audiovisual Data

Grant agreement number 780069
Action acronym MeMAD
Action title Methods for Managing Audiovisual Data:

Combining Automatic Efficiency with
Human Accuracy

Funding scheme H2020-ICT-2016-2017/H2020-I1CT-2017-1
Version date of the Annex I against 3.10.2017

which the assessment will be made

Start date of the project 1.1.2018

Due date of the deliverable 31.12.2019

Actual date of submission 30.12.2019

Lead beneficiary for the deliverable University of Helsinki

Dissemination level of the deliverable Public

Action coordinator’s scientific representative

Prof. Mikko Kurimo

AALTO-KORKEAKOULUSAATIO, Aalto University School of Electrical Engineering,
Department of Signal Processing and Acoustics

mikko.kurimo@aalto.fi




Authors in alphabetical order

Name Beneficiary e-mail

University of Helsinki

Maija Hirvonen maija.hirvonen@helsinki.fi

Tampere University

Maarit Koponen University of Helsinki maarit.koponen@helsinki.fi
Umut Sulubacak University of Helsinki umut.sulubacak@helsinki.fi
Jorg Tiedemann University of Helsinki jorg.tiedemann@helsinki.fi

Internal reviewers in alphabetical order

Name Beneficiary e-mail
Sebastian Andersson Lingsoft sebastian.andersson@lingsoft.fi
Sabine Braun University of Surrey s.braun@surrey.ac.uk

Abstract

Machine translation is conventionally based on processing isolated textual sentences, disre-
garding the broader context around them, as well as any cues that are not explicit in text. This
formulation is unable to reliably determine referential discourse phenomena such as anaphora
and connectives, which creates a barrier to the production of cohesive and coherent language.
While exploiting the audio and visual modalities provide a window into the context, machine
translation must also venture beyond the sentence, and become aware of the discourse in the
entire document. There has been a surge of research in discourse-aware machine translation
in the last two decades, primarily focusing on the design and evaluation of document-level
machine translation systems, and expanding the textual context in machine translation archi-
tectures without compromising computational efficiency. Following the recent advances, we
have likewise put substantial effort into the development of discourse-aware machine transla-
tion systems, albeit to no considerable improvement. In this deliverable, we start by breaking
down the most salient phenomena to explain their relevance, and presenting a brief survey of
successful approaches to discourse-aware machine translation, followed by descriptions of the
models we have developed within the WP4 of the MeMAD project. We dedicate the rest of the
report to our analysis of user evaluation data collected in an experiment where professional
translators tested post-editing of machine translation for subtitling. Finally, we conclude our
report with discussions of future directions in utilising dedicated subtitle translation systems,
speaker and dialogue information, and end-to-end speech translation models in the last year
of the project.
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1 Introduction

Developments in machine translation (MT) in the last two decades have led to significant
improvements in translation quality. The success and popularity of statistical machine trans-
lation (SMT) systems such as Moses (Koehn et al., 2007) were matched and eventually sur-
passed by neural machine translation (NMT) architectures (Cho et al., 2014; Sutskever et al.,
2014). The paradigm shift became even more widespread with the introduction of the atten-
tion mechanism (Bahdanau et al., 2015) to address some of the well-recognised drawbacks of
NMT, culminating in the Transformer architecture (Vaswani et al., 2017), which has now be-
come a staple in the MT community. For all their successes, these advances in MT came at the
cost of drifting away from research being done in the field of Translation Studies (Hardmeier,
2014). From a Translation Studies oriented perspective, questions of quality, for example,
tend to take a broader view exploring definitions of quality in specific contexts, for specific
users and specific purposes, as well as view points on not only the quality of the product of
translation, but also process quality and social quality (for a recent overview, see Moorkens
et al., 2018). The discrepancy between the Translation Studies and Machine Translation fields
stems from the fact that, in contrast to the wider range of approaches in Translation Studies
to what translation may entail, MT is a highly conventionalised task with a strict formulation
and specialised evaluation methods. This entails an inherent bias, meaning that MT accounts
for particular aspects of translation, while tending to neglect others simply owing to the con-
ventions around how it is formulated as a task.

In deliverable D4.1, we previously addressed how multimodal extensions to conventional
text-based MT motivates research by opening up various possibilities in deliverable D4.1. Sim-
ilar to how multimodality relaxes the restriction of using text input, another undercurrent of
research proposes superseding the constraint of using sentences as translation units in order
to attain discourse-awareness (Hardmeier, 2014; Lodiciga, 2017). Recently, Bawden (2018)
emphasises that the translation of sentences in isolation is among the most striking approx-
imations in MT, motivated by computational restrictions and the relatively niche utility of
extra-sentential context. For the most part, the body of work on the utility of leveraging
document-level context is concentrated on a number of linguistic concepts (see Section 2).
Nevertheless, these concepts are often pervasive in language (e.g. using correct genders, pro-
ducing cohesive language), and an MT system’s ability to consider such phenomena could
dictate its credibility as an emerging technology.

In this report, we first discuss phenomena relevant for discourse particularly in the con-
text of (machine) translation, as well as the connection between discourse and multimodality
(Section 2), followed by the state of the art in approaches to discourse-aware machine trans-
lation and issues related to the evaluation of discourse phenomena in machine translation
(Section 3). We then present the work carried out in MeMAD on discourse-aware machine
translation (Section 4) and focus on a user evaluation experiment involving a comparison of
sentence-level and document-level machine translation for subtitling (Section 5). Finally, we
present directions for future work and conclusion (Sections 6 and 7).

2 Phenomena relevant for discourse

The vast majority of the data used in MT research comprise text documents or spoken lan-
guage transcripts in some form. Of these, text datasets typically have aligned segments that
correspond to parallel sentences. The same is true for spoken language transcripts, where the



data would be formatted as a series of aligned segments (e.g. video subtitles). For consistency,
we will refer to all types of segments as sentences and aligned segments as translation units.
Many of the most prominent MT datasets (such as Koehn, 2005; Lison and Tiedemann, 2016)
also organise sentences in cohesive divisions (e.g. session proceedings, movie texts), which we
will collectively refer to as documents. Although a document appears to be natural sequences
of sentences, processing them independently comes at the cost of obscuring complex linguistic
dependencies that should rather be considered in translation (Hardmeier, 2012, 2014). Re-
gardless, conventional MT systems are built on sentence-level architectures that are unable to
process document-level context, in the same way monolingual MT systems disregard speech
audio while translating speech transcripts.

The fact that both natural language understanding and generation rely on the accessibility
of discourse information to be fully realised is highly consequential for translation. The larger
context in which the translation is taking place is the only cue for certain aspects of language,
such as inferring the register, speaker intent, attitude and style, choosing the correct words
for the occasion and maintaining a consistent vocabulary, and maintaining the flow in discur-
sive settings like conversations (Bawden, 2018). Separate from natural language processing,
discourse analytical theories and methods have achieved popularity in the field of Translation
Studies as a useful way to analyse linguistic structure and meaning in the context of human
translation (Munday, 2012). Work on discourse in human translation has focused on linguis-
tic themes such as cohesion and coherence in translation, genre and register analysis, but in
recent years e.g. semiotic issues and multimodality (see Section 2.2) as well as extralinguistic
themes such as power and ideology have gained prominence (Zhang et al., 2015).

2.1 Cohesion and coherence

The linguistic concepts of cohesion and coherence (see Sanders and Pander Maat, 2006) con-
stitute two essential discourse properties that establish congruence within the document. Go-
ing beyond intra-sentential context, both properties are concerned with elements that register
incrementally to dictate the interpretation of the whole document (Halliday and Hasan, 2014).
Cohesion is specifically linked with surface properties such as word choice and coreference re-
lations. Some examples of incohesive translation could be translating repeating words differ-
ently, or a polysemous word with the wrong sense, and misattributing the gender or number
agreement of a pronoun with respect to its antecedent. An example of cohesive vs incohesive
translation of the polysemous word party can be seen in the following sample from a political
debate. The first MT output (by the document-level system described in Section 5.1) has cor-
rectly rendered it with the Finnish Puolueeni ‘political faction’, while the second (sentence-level
system, see Section 5.1) mistranslates it as juhlani ‘my festivities’, instead:

Source Strict border control and humanitarian responsibility. My party did it.
doc-MT Tiukka rajavalvonta ja humanitaarinen vastuu. Puolueeni teki sen.
sent-MT Tiukka rajavalvonta ja humanitaarinen vastuu. Minun juhlani tekivét sen.

Conversely, coherence involves maintaining a consistent mental model throughout the doc-
ument, relating to semantics and understanding. For instance, mistranslating ambiguous verb
tenses, and omitting or inappropriately using discourse connectives, could result in incoherent
translations. In the following example, the question tag (Ai et vai?) following the question
is intended to communicate surprise. While both MT versions are likely to be comprehensi-
ble, the use of the auxiliary verb didn’t in the second one (sentence-level system) breaks the
coherence of the text:



Source Oot sa kayny ikind metrossa? Ai et vai?
doc-MT Have you ever been to the subway? Haven’t you?
sent-MT Have you ever been to the subway? Oh, you didn’t?

From a natural language processing standpoint, lexical disambiguation is at the crux of
most practical studies on leveraging discourse context (e.g. Xiao et al., 2011; Lodiciga et al.,
2017a). Pronouns often comprise a fitting case study of this problem, since discourse context
plays a large role in determining how they should be translated. A pronoun is not always
best translated as a pronoun (e.g. expletive pronouns as in “It is snowing”), and even in
case of direct correspondence, the ambiguity from the source language to the target language
can be extreme. For example, Lodiciga (2017) notes that the English pronoun “it” has 14
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options when translated into French (“il”, “elle”, “la”, “le”, “U"”, “lui”, “cela”, “celui”, “celui-ci”,
“celle-la”, “ce”, “c™”, “en”, “y”). Moreover, other cases like pronoun dropping in languages such
as Finnish and Turkish can pose a contextually-conditioned choice that creates nuances in

meaning, further complicating this issue.

Despite the emphasis on pronouns, there are other discourse phenomena that discourse-
aware MT could resolve by integrating document context and multimodality. In his disserta-
tion on the subject, Hardmeier (2014) presents an in-depth examination of the subject matter
in four main categories: (1) Pronominal anaphora, (2) Noun phrase definiteness, (3) Verb
tense and aspect, and (4) Discourse connectives. While the relative prevalence of each item
varies across different languages and contexts, they comprise the recurring challenges in
discourse-aware MT. Multimodality could be useful, for example, in aiding the disambiguation
of e.g. gender of pronominal anaphora.

Pronominal anaphora Anaphora means the use of a word to refer back to a previous
word or constituent, typically realised with the use of personal pronouns and demonstratives.
Anaphora is tackled as part of the task of coreference resolution along with its counterpart,
cataphora, which conversely involves referring to a future entity. Although anaphoric reference
is a frequently-used device in language, particular usages and distributions of pronouns show
significant variance across languages (Russo et al., 2012), which poses a challenge in the
context of discourse-aware MT (Guillou, 2016). This becomes especially important when the
source and target languages handle the gender and number agreement of anaphoric pronouns
in different ways, whereby a small mistake made by an MT system might create a situation
where the output might seem incohesive, or even offensive, to the reader. For example, Finnish
makes no gender distinction in pronouns, using only one pronoun - hdn - in the 3rd person. A
common challenge when translating from Finnish into languages like English and Swedish is
disambiguating the correct gender. A further challenge may arise in informal language, where
Finnish commonly uses the pronoun se ‘it’ to refer also to humans.

Noun phrase definiteness Definiteness marking is a morphosyntactic phenomenon as-
sociated with nominal references in the context of discourse. A language may have no overt
definiteness marking (e.g. Russian), or mark degrees of definiteness in many different ways,
such as through articles (e.g. English), affixes (e.g. Swedish), verb forms (e.g. Hungarian),
or nominal declension (e.g. Turkish). Furthermore, even closely-related pairs of languages
can exhibit diversity in their situational use of definiteness, leaving disparate amounts of in-
formation to be deduced from the discourse setting. Such cases create referential ambiguity
that could leave sentence-level MT guessing, especially when translating from a source lan-
guage with no definiteness marking to a target language with heavy marking. This issue could
only be realistically addressed by discourse-aware MT with access to a larger context. For a
human analogue, Knight and Chander (1994) conduct a study, where they show a series of
noun phrases to English speakers, asking them to determine whether they refer to definite or



indefinite entities. The results from this experiment show that human accuracy reaches 95%
when the annotators are provided the discourse context, in contrast to 80% when they are
shown isolated phrases.

Verb tense and aspect Verbs constitute another challenge for translational determinacy
in a restricted context. A verb’s tense and aspect denote the temporal situation of the action
indicated by the verb. Languages use various inventories of tenses and aspects to possibly de-
note when the action starts and ends, whether or not it is ongoing, how repetitive it is, and so
on. For example, Meyer (2011) observe that the English simple past can correspond to the im-
parfait, passé simple or passé composé owing to the more multifarious aspect marking system
of French. Similarly, the Finnish present tense be translated into English as simple present,
present progressive, simple future or future progressive. In contrast, Gong et al. (2012a,b)
examine ways in which Chinese verbs, which are not marked for tense, could be translated to
the correct morphological forms of English verbs. Such cases where a language has less overt
marking than the other are analogous to the cases of pronouns and nouns discussed so far, in
that the discourse could inform translation on what is situationally appropriate.

Discourse connectives Hardmeier (2014) also touches upon the case of discourse con-
nectives, which are words or phrases occurring in a clause, which clarify how it relates to
another clause (e.g. “but”, “so”, “because”, “moreover”). It is quite common to see discourse
connectives linking together entire sentences (or even spans of sentences), which renders their
intepretation a distinctly discourse-level phenomenon. Cartoni et al. (2013) take the Europarl
corpus (Koehn, 2005) as a study, and compare parts that were originally written in French,
with those translated into French from English, German, Italian, and Spanish. Comparing
different subsets of the vocabulary, they find that discourse connectives show a significantly
variable distribution depending on the original source language, and also report that the trans-
lators have introduced new connectives more liberally than leaving out existing connectives in

the source language.

2.2 Discourse and multimodality

As noted above, considerations related to discourse in (human or machine) translation have
often focused on mainly linguistic issues. Because the MeMAD project involves specifically au-
diovisual data, such as television programmes, where different modalities (language/verbal,
auditory and visual) combine, discourse-related questions necessarily extend beyond the lan-
guage/verbal mode. We have previously discussed issues and approaches related to multi-
modal MT in deliverable D4.1. In this section, we examine how multimodal considerations
affect discourse-related questions in general.

In broad terms, discourse is embedded in multimodality. This means that language is used in
the presence of other communication modes, such as images and sounds, and these modes are
simultaneously affecting our interpretation of the message. In fact, language itself necessarily
materialises in some modality, and the modalities have particular modal features: The spoken
form is produced in sound and perceived via hearing, and it has a variety of auditory means
for meaning-making (e.g. pitch, rhythm, intonation and other prosodic elements of language).
The signed form is produced with the body and perceived via sight (or via touching), and it has
a multitude of visual and embodied means for meaning-making (e.g. handshape, movement
and location). Finally, the written language form, which is the most recent invention of the
three modalities, also takes the visual modality to make meaning (e.g. typography and text
layout). In addition, spoken language is embedded in audiovisual multimodality because as
we speak, we use gaze, gestures, movements of mouth and our bodies to accompany the



words - or sometimes vice versa: what we say accompanies other action. This last condition
characterises the concept and perspective of multimodality: language is not necessarily the
primary means for meaning-making.

These different modes have distinct representational qualities. Images in audiovisual texts
(hence, typically in cinema or videos) represent unique items (certain man, woman, house,
scenery), whereas words can merely make reference to these on an abstract level. Another
difference is that images are organised holistically and provide multiple points of interest,
while language is sequentially organised, one element following another, and the sequentiality
is pivotal in order to make sense (i.a. word order). Nonetheless, the visual form comes closer
to the linguistic one in audiovisual texts that follow the rules of cinematic representation:
shots are organised in mutually-dependant sequences (Hirvonen, 2014).

To overcome the dominance of the linguistically-oriented study of translation, multimodal-
ity has become a central object of study and an important theoretical framework in Transla-
tion Studies and in the field of Audiovisual Translation (AVT) in particular (O’Sullivan, 2013;
Kaindl, 2013; Pérez-Gonzalez, 2014). The criticisms presented concern the past trend in re-
search to place the verbal elements of an audiovisual text above all other modes whereas
the focus should often be the contrary: the verbal components are complementary to image,
sound, and music.

A basic multimodal inquiry involves Multimodal Discourse Analysis (MDA) and the study
of text-image relations (e.g. Unsworth and Cléirigh, 2011). MDA departs from the theory
of social systemic functional grammar (Halliday, 1985) and it posits a linguistically-oriented
meaning-making system to multimodal entities, particularly emphasising a syntax-level rank-
ing to elements on different levels (e.g. colours serve certain function, so does movement,
etc.) (Jewitt, 2011, 34-35). MDA has, however, been criticised for explaining non-linguistic
meaning-making with linguistic repertoire, and there are other approaches to understand mul-
timodality in discourse (Ketola, 2018).

In AVT, the relation between subtitles (language) and shots/sequences (image, sound) has
produced knowledge of different strategies and tactics for translating. Text and image or text,
image and sound can be in synchrony and thus mutually complementary (e.g. Lautenbacher,
2018, on redundancy in multimodal translation) but they can also be dissonant (providing
different information at the same time) and even contradictory (e.g. famous scenes from
Clockwork Orange where pleasant classical music is heard while violent action is depicted).
These findings are relevant for discourse-aware MT of audiovisual data in that the information
coming from distinct modes is not always mutually supporting. Thus, for instance, image does
not always help in translating the subtitle, nor does the subtitle always talk about what is
visible in the image.

Finally, relevant understanding of speech and spoken language for the development of
discourse-aware MT comes from the discipline of multimodal conversation/interaction analy-
sis. Multimodal CA (see Deppermann, 2013) studies human sociality and the use of language
and other modes in social interaction by analysing the construction of interaction (talk, but
also common activities) between people moment-by-moment. Here, too, speech is not neces-
sarily the primary or the most central mode of meaning-making, and the research has shown,
among other issues, how bodily activities are constructed, how objects are involved in activ-
ities, how interactants orient to spatial surroundings, and how human-machine interaction
occurs. Hence, in order to understand what is being said, the multimodal context needs to be
analysed in detail. Dialogue and action in audiovisual data are only representations of natural
interaction but, given the premise that these representations are interpreted by humans who
are used to making meaning in social interaction, knowledge of this type of multimodality be-



comes handy. For instance, the knowledge of multimodal classroom interaction (how people
use gestures, gaze, visualisations and artefacts in combination with speech to teach and learn)
is useful when the multimodality of instructive audiovisual texts (e.g. assemblage videos) is
analysed in order to understand the resources for meaning-making and the text-image-sound
relations.

In the context of MeMAD, development of MT systems for various use cases involves au-
diovisual material, such as the translation of video subtitles discussed in Section 5. For such
use case, augmenting subtitles with information from the visual and auditory modalities could
help improve translation accuracy in general, and handling of discourse-relevant phenomena
in particular. As one potential use, visual information could be helpful in resolving ambiguity
in the cases of pronominal anaphora by providing information about whether they refers to
humans or inanimate objects (which take different pronoun in e.g. Finnish). In addition to
linguistic and textual content of the subtitles, multimodal discourse-related information such
as speaker turns and shot changes could be useful for predicting segmentation and timing of
subtitles (see Section 5.2). MeMAD work on multimodal analysis software is reported in more
detail in deliverable D2.2.

3 Approaches to discourse-aware machine translation

Over the years, a number of practical approaches have been proposed for tackling discourse-
aware MT based on the current state of the art. While said approaches have been predomi-
nantly based on the statistical MT paradigm in the recent past (Hardmeier, 2014), the ideas
behind them often translate well into the neural MT architectures more common today. As a
relatively niche subject within the MT community, published research on discourse-aware MT
is clustered in a few specialised venues.

The Conference on Machine Translation (WMT) is the most well-known conference for the
MT community, drawing many submissions featuring a variety of research topics. While dating
back to the Workshop on Statistical Machine Translation (Koehn and Monz, 2006), it has
been held as a large-scale conference housing several shared tasks related to various recurring
problems in MT since 2016. Although WMT has attracted some work specialising in discourse-
level MT, such as a pronoun test suite by Guillou et al. (2018), there has been no shared
task tailored specifically for discourse-aware MT until this year. The news translation task
at WMT 2019 included a separate track for document-level translation of multilingual news
articles (Barrault et al., 2019). We include our paper describing the MeMAD submission to
this track (Talman et al., 2019) in Appendix B.1.

The International Workshop on Spoken Language Translation (IWSLT) is the leading venue
for research on spoken language translation systems. The workshop is held annually, and
has organised various shared tasks on spoken language translation since 2004 (Akiba et al.,
2004). Evaluation campaigns from the last two years of IWSLT (Niehues et al., 2018, 2019)
have featured tracks on end-to-end speech translation, with the 2019 shared task also includ-
ing an experimental track on multimodal spoken language translation in the form of subtitle
translation using the full audiovisual modality of videos. These aspects make the research tar-
geted by the workshop relevant for discourse-aware MT. We discuss more details on IWSLT in
Sulubacak et al. (2019), an expanded survey based on our previous MeMAD deliverable D4.1.

As a more focused venue, albeit with a smaller scope, the Workshop on Discourse in Machine
Translation (DiscoMT) was first held in 2013 and has been repeated biennially since (Webber
et al., 2013, 2015, 2017; Popescu-Belis et al., 2019). The workshop has served to incentivise



research on document-level MT systems and theoretical studies on discourse-level phenomena.
So far, the workshop has organised shared tasks on pronoun translation (Hardmeier et al.,
2015) and cross-lingual pronoun prediction (Lodiciga et al., 2017b). We include our MeMAD
submission to 2019 DiscoMT workshop (Scherrer et al., 2019) in Appendix B.3.

3.1 Document-level machine translation methods

The early literature in document-level MT contains some influential studies based on the
phrase-based statistical MT architectures common at the time. Following in the footsteps
of earlier proposals to integrate translation memories to achieve a consistent MT output (e.g.
Veale and Way, 1997), Alexandrescu and Kirchhoff (2009) present one such study, utilising a
graph-based semi-supervised learning method that goes beyond the confines of the sentence
to enforce a more structured MT output. While the approach comes with relatively high com-
putational costs, they report significant improvements in general translation quality.

Later, Xiao et al. (2011) propose a two-pass decoding approach as a more efficient means to
achieve document-level cohesion. Their approach involves cascading sentence-level transla-
tion with a second document-wide decoding step that replaces inconsistently-translated words
across sentences with the optimal candidates based on their relative frequencies in the doc-
ument. Ture et al. (2012) build upon their work by factoring in the overall rarity of words
in their forced decoding routine, alleviating the bias on word senses that occur frequently
in the most common text domains. Their improved method also allows multiple senses of
words within a document through a heuristic process that detects when to enforce decoding
consistency.

Hardmeier et al. (2012) present a more radical criticism of the locality assumptions built
into the state-of-the-art MT architectures. In their proposed solution, they introduce a novel
method of decoding entire documents as opposed to sentences, showing that transcending the
independence assumption between sentences can be done in an efficient way. In Hardmeier
et al. (2013), the authors follow up on their previous study by presenting their implementation
of a document-level decoder. Although this innovation facilitates the design of a broad range
of document-level MT models by allowing the use of cross-sentence features in decoding, it
was overshadowed by the rapidly-rising interest in neural MT systems.

As a more recent study in the realm of neural MT, Tiedemann and Scherrer (2017) exper-
iment with using extra-sentential context windows of various sizes for both the source and
target languages. Their method involves concatenating a fixed number of sentences using a
special delimiter that indicates a boundary between context and the current sentence. This
approach contrasts with previous work that focuses on maintaining lexical consistency (as
discussed previously in Section 2.1) by leaving the training procedure free to choose how to
utilise the extra information. In their evaluations, the authors observe minor improvements
in general translation quality when using extra source context, which we investigate further
in our document-level MT experiments (see Section 4.1). In addition, the authors investi-
gate patterns in attention weights that may indicate discourse-awareness. They report some
cases where the decoding of a target word causes attention to antecedent words in the source
context which are coreferent with it, which might be a learned behaviour that conditions the
decoding step to prioritise coherence over word-for-word accuracy.

More recently, a number of studies have focused on directly conditioning the attention mech-
anism to leverage the context outside the sentence. Miculicich et al. (2018) introduce an
hierarchical attention structure implemented as an extra layer of abstraction, modelling extra-
sentential context in a consistent manner. This method comprises an extension to the encoder-



decoder structure of neural MT that allows arbitrarily-sized context windows to factor into at-
tention, allowing flexibility in designing document-level MT models. Maruf et al. (2019) con-
sequently apply this approach to build an hierarchical attention model on entire documents,
rather than considering a fixed-size context window from neighbouring sentences. Both stud-
ies report significantly increased translation quality according to reference-based evaluation
metrics, though we were not able to replicate the results in our own experiments (see Sec-
tion 4.1). Jiang et al. (2019) very recently propose using associated memory networks to
extract attention distributions between sentences, which allows them to automatically clas-
sify the relevance of sentences to each other as part of their contexts. The authors rigorously
compare their results with various document-level neural MT approaches, demonstrating an
overall superior performance.

Finally, it is also worth noting that the new frontier in document-level neural MT did not
preclude further research in maintaining consistency in the output of MT. A recent notable
example is the study by Voita et al. (2019), which proposes an offline automatic post-editing
layer specifically tailored to repair inconsistencies in the output of sentence-level MT models.
While the authors do not include performance comparisons with end-to-end document-level
MT systems, they do report improvements based on contrastive test sets revolving around
particular linguistic challenges, and also report positive results based on human evaluation.

3.2 Evaluation of discourse-aware machine translation

Evaluating discourse-related features and phenomena in MT forms a challenge of its own.
Commonly used automatic MT evaluation measures such as BLEU (Papineni et al., 2002),
which calculate similarity scores based on the overlap of words or n-grams (usually up to
4-grams) between an MT hypothesis and one or more reference translations, do not reliably
capture textual features like discourse extending beyond the n-grams, much less beyond sen-
tences. As long-range dependencies are not captured by these metrics, they cannot reflect
discourse-level phenomena. It has therefore been argued by various authors that different
approaches are needed to assess discourse phenomena and inform the on-going work on
discourse-aware MT development (Le Nagard and Koehn, 2010; Hardmeier and Federico,
2010; Guillou, 2012; Meyer et al., 2012). Recent work has indeed been aimed at develop-
ing metrics and test sets focusing on various discourse-related issues, mainly pronouns and
cohesive devices.

Pronouns and pronominal anaphora has been one of the most studied aspects of discourse
phenomena in MT research, and various authors have recently proposed metrics or implemen-
tations for evaluating pronoun translation. Hardmeier and Federico (2010) use precision and
recall of pronoun translations to assess the correctness of pronominal anaphora in English-
German MT. Comelles et al. (2010) present automatic metrics for assessing anaphoric rela-
tions between a subject noun and personal pronoun, possessive adjective and subject noun or
personal pronoun, demonstrative pronoun and its referent, as well as main verb and auxiliary
by comparing relevant translations in the MT and human reference.

Cohesive devices have been another discourse phenomenon targeted in evaluation. Wong
and Kit (2012) focus on lexical cohesion and propose automatic metrics for assessing lexical
cohesive devices by identifying repetitions of the same content words and stems as well as
synonyms, near synonyms and superordinate terms. Their metrics use stemming and Word-
Net (Miller, 1995), and can also be combined with n-gram similarity metrics. Lexical con-
sistency or cohesion is also employed by Hardmeier et al. (2013) in the context of evaluat-
ing the readability of English-Swedish MT. For assessing lexical consistency, they implement



type-token ratio as well as specific readability metrics. In addition to lexical cohesion, dis-
course markers such as connectives have been included in evaluation metrics, for example by
Comelles et al. (2010). A set of automatic and semi-automatic evaluation metrics called ACT
is presented by Meyer et al. (2012) to evaluate the accuracy of discourse connective trans-
lation, and further implemented for English-French and English-Arabic (Meyer et al., 2012;
Hajlaoui and Popescu-Belis, 2012, 2013). The performance of their metrics is also assessed
and validated against human evaluations.

Based on Rhetorical Structure Theory, Guzman et al. (2014) extend existing lexical similar-
ity metrics using discourse parsing and comparing discourse parse tree kernels between MT
and human reference sentences. They tested the approach on four language pairs with English
as target language, and suggest that integrating discourse information into lexical similarity
metrics can improve correlation with manual evaluation. The work on discourse tree repre-
sentations is further implemented in Joty et al. (2014), where the authors test and evaluate a
combination of discourse-based metrics for various language pairs with English as the target.

In addition to metrics, some specific test suites focusing on discourse-related phenomena
have been proposed. Guillou and Hardmeier (2016) present a test suite for evaluating pro-
noun translations containing 250 hand-selected pronoun tokens in English and an automatic
evaluation method which compares the translations of pronouns in MT output with those in
the reference translation. An English-German adaptation of that test suite was released later
as part of the WMT 2018 shared task (Guillou et al., 2018), comparing 16 NMT systems
with both general (BLEU) and targeted pronoun evaluation (APT), and demonstrating that
(i) translation quality varies greatly between MT systems, and (ii) pronoun translation is a
challenge even for the best MT models. Two hand-crafted test sets are presented by Bawden
et al. (2018), one tailored to evaluate anaphoric pronoun translation, and the other coherence
and cohesion. The test sets proposed consist of ambiguous English source sentences translated
into contrasting French target sentences with varying degrees of correctness. A recent paper
by Bawden et al. (2019) presents a bilingual test set consisting of 144 spontaneous informal
dialogues (5,700+ sentences) between native English and French speakers mediated by MT.
The test set also contains human evaluations of the MT outputs of each speaker’s turns, rated
by the other speaker for various aspects of quality, including coherence (Bawden et al., 2019).

The metrics discussed here provide some interesting tools for examining specific discourse-
relevant issues. For the purposes of our experiment involving machine-translated subtitles
(see Section 5), we have at this stage chosen to take a more qualitative, manual analysis of
discourse features to identify issues arising in the audiovisual data addressed by the MeMAD
project and in the specific language pairs in question. Possible selection and use of suitable
metrics will be explored at a later stage of the project informed by the issues identified.

4 MeMAD work on discourse-aware machine translation

4.1 Document-level machine translation models

The international conference on machine translation (WMT) featured a document-level news
translation task this year! covering English-to-German, English-to-Czech and Chinese-to-
English tasks. The University of Helsinki participated in the English-German task as one of
the relevant language pairs in the MeMAD project. The conference organisers provided train-
ing data with document boundaries and the test data are sampled from news snippets with

Thttp://www.statmt.org/wmt19/translation-task.html



short coherent blocks of text. Document boundaries are provided for Europarl, News Com-
mentary and the Rapid corpus in the approved training data. Note that these documents refer
to units that are quite different from the target test data, for example, in Europarl they refer
to speech boundaries in the proceedings of the European Parliament.

For our submission to the WMT task, we experimented with concatenation ap-
proaches (Tiedemann and Scherrer, 2017) and hierarchical attention models (Miculicich et al.,
2018; Maruf et al., 2019). The latter were basically unsuccessful and we did not submit their
outputs to the official competition. More details are given in Appendix B.1. For the concatena-
tion models, we experimented with extended source context models and models that extend
both source and target language context. Furthermore, we added a model that includes target
language context as input to the encoder instead of decoding larger chunks and cutting the
output later on. All those models use sliding window approaches with at most three sentences
in one chunk. Note alse that the models with target context sentences in the input are only
run as oracle experiments with the correct contextual target sentence taken from the reference
data. The results are summarised in Table 1.

BLEU on news2018

System Shuffled  Coherent
Baseline 38.96 38.96
prev-cur — cur 36.62 37.17
2 prev+cur — cur 33.90 34.30
prev-+cur—+next — cur 34.14 34.39
prev-target+cur — cur 36.82 37.24

prev+cur — prev-+cur 38.53 39.08

Table 1: Comparison of concatenation approaches for English—-German document-level translation on the WMT
news2018 test set; different combinations of previous (prev), current (cur) and subsequent (next) sentences.

In order to study the effect of contextualisation, we created a shuffled test set that artificially
destroys the coherence by moving sentences out of place. The table contrasts the results on
both versions of the test data and we can see that all document-level models have a positive
effect on the outcome of the translation process even though the differences are rather modest.
Also note that only the 242 setup beats the single sentence baseline, which means that the
other context-extension models have problems to learn a proper treatment of the concatenated
units.

To further study these concatenation models, we also carried out a study on two different
domains with a careful analyses of the impact of document-level models on machine trans-
lation Scherrer et al. (2019). In this study, we also included another variant that has been
proposed at WMT by Junczys-Dowmunt (2019), in which the data is chunked into blocks of
roughly the same size with additional labels for marking document and sentence boundaries
as well as document continuations. We applied all models in a news translation task and in a
subtitle translation task; the latter with particular interest in relation to the MeMAD project.
Subtitles are in general an interesting domain as they include substantial contextual relations
due to their connections to intensive interactions of speakers and the pragmatic nature of con-
versational language. Sentences and sentence fragments are also much shorter, which makes
it easier to capture context outside of sentence boundaries even with rather limited window
sizes that can be managed properly by modern NMT architectures.

We added an analyses of some discourse-level properties that can be identified in the orig-
inal human-translated data and we found a striking difference between the two scenarios



especially in terms of pronoun usage and referential expressions. Details about the analyses
are illustrated in Figure 1. It shows that there is a significant difference in the two domains
we consider, for example, in terms of pronouns and coreferential chains. These characteristics
are likely to influence the results that can be obtained by document-level MT. More detailed
discussions are included in the paper attached as Appendix B.3.

(Spacy) (Spacy) Aligned with at least 2 pronouns with
at least 10% of alignments each

per thousand tokens
(2]
o
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200
180
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connectives DE EN discrepancies
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600 160 | and at least 2 different mention strings

140 |
500 120 |

300 80 |
200 60 |
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chains DE chains EN pron. coref. DE  pron. coref. EN

Figure 1: Discourse-level properties identified in two different translation scenarios: The subtitle translation task
(in orange-red) and WMT news task (blue-purple). The colour intensity refers to the subset that is considered
with training data, validation and test date from left to right.

In the translation experiments, we again compared shuffled (inconsistent context), coherent
and also zero-context models (in terms of no surrounding sentences) and we observed a sig-
nificant improvement with the fixed-size context model on subtitle data. This is true for both
translation directions, English-to-German and German-to-English. The positive effect in terms
of automatic evaluation can also be confirmed by our YLE test experiments described below.
On news data, the effect is not clearly visible confirming our findings from WMT. Figure 2
visualises the results for the English-to-German translation task for the different settings that
we tried in that paper.

14 MeMAD — Methods for Managing Audiovisual Data
Deliverable 4.2
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Figure 2: Translation results in terms of BLEU and METEOR scores for different concatenation models in
English-to-German subtitle translation (OST) and news translation (WMT) tasks. From left to right: base-
line, previous—+current source sentences, previous-current+next source sentences, 2-previous4current source
sentences, previous4current source and target sentences, previous+current+next source to previous+current
target sentences, previous (oracle) target+current source sentences, fixed-size chunk with a maximum of 100
tokens. The delta-plots below the main graph show the difference to the scores obtained with shuffled data
(inconsistent context) and test results with zero context.

More details about the experiments and results can be found in the paper attached in Ap-
pendix B.3. Overall, the differences between all models are pretty small but there are encour-
aging results that motivate further studies in this direction especially in the case of subtitle
translation. For example, a more sophisticated chunking into coherent blocks would be an
interesting extension of the concatenation approach. Adding more explicit information about
dialogue structure and speaker identity together with the contextual information would be
another point to explore.

4.2 Speech translation models

Audio as a source of non-textual context has been mention earlier in section 2.2. We con-
tinue our efforts in developing tools for multimodal machine translation currently focusing on
speech translation. With the aim of producing a tool capable of performing end-to-end speech-
to-text translation, we have extended the attention bridge model (Vazquez et al., 2019), an
inner-attention-based multilingual translation model. The model was originally proposed for
learning fixed-size sentence representations via multilingual training of language-specific en-
coders and decoders that share the parameters of the attention bridge (see Figure 3). However
its modular architecture can further be extended to even include audio encoders to be part of
the multitask environment it implements. Processing audio features certainly requires a differ-
ent architecture but the attention-bridge model allows to create independent encoder modules
as long as they can be attached to the shared intermediate attention layer. In our initial ex-
periments we integrated a modern audio encoder in our setup training an end-to-end speech
translation task using publicly available data sets.
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Figure 3: The attention bridge model illustrated in terms of a multilingual NMT model with language-specific
encoders and decoders coupled together with a shared intermediate layer. The figure zooms into the details of the
architecture from left to right. Left: the attention bridge connects the language-specific encoders and decoders.
Center: input xix, is translated into the decoder states s1s; via the encoder states hih, and the attention bridge
M = mymy. Right: Computation of the fixed-size attentive matrix A.

Those initial experiments suggest that including multimodal information during training is
indeed beneficial. This allows us to hypothesise that training modality- and language-specific
encoders and decoders allow for specialised handling of the input and output information, re-
spectively, at the time that the shared layer provides a natural alignment of the latent represen-
tations and enriches the sentence/utterance-representations. This results in rather promising
end-to-end speech-to-text translation capabilities.

For the experiments we have used the English to German part of the MuST-C
dataset (Di Gangi et al., 2019) which contains around 400 hours of audio recordings of English
TED talks and 229,703 sentences of the English transcripts and the corresponding German
translations. As noted by the participants of the IWSLT 2019 speech-to-text evaluation cam-
paign (Niehues et al., 2019), this is far from being sufficient information to train a successful
speech-to-text, so our preliminary experiments are to be treated with a grain of salt.

As another stepping stone towards building reliable speech translation systems, Aalto Uni-
versity is developing end-to-end speech recognition systems. Particularly, Aalto has focused
on speaker-aware training, motivated by parallel work in speaker verification and diarisation.
Both of these developments are further elaborated in MeMAD deliverable D2.2. The next step
in our collaboration is to properly integrate improved speech encoding facilities derived from
the ASR system into the multitask environment of our attention-bridge model. This will be the
focus of the coming period in work package four, together with the contextualised translation
models that we discuss in further detail below.

5 MeMAD Use Case 4: User evaluation of discourse-aware MT for
subtitling

One of the use cases (Use Case 4.3.4) defined for the MeMAD tools involves manual correc-
tion of auto-translated subtitles or post-editing of MT by subtitlers. The rationale for using
MT and post-editing is that it has been found to increase productivity in various translation



scenarios (e.g. Plitt and Masselot, 2010; Guerberof Arenas, 2014). However, apart from some
prior research projects exploring the use of MT for subtitling, post-editing appears to be less
commonly used in the field of audiovisual translation (see Diaz-Cintas and Massidda, 2019).
To examine how the use of MT and post-editing in the subtitling workflow affects the work and
productivity of subtitlers, we carried out a process study pilot in November 2019. In this pilot
study, 12 subtitlers worked on a series of tasks where they created interlingual (translated)
subtitles for short video clips both without MT output and by correcting machine-translated
subtitles. To assess productivity and effort, keylogging data were recorded during these tasks.
Task time and technical effort represented by keystrokes were compared between post-editing
and translation from scratch as well as post-editing of two different MT model outputs.

5.1 MT models used for evaluation

For the assessment of MT in subtitle translation we created sentence-level and document-level
translation models from all the parallel data available in OPUS.? For Finnish-Swedish, this in-
cludes a bit over 30 million training examples and for Finnish-English it amounts to roughly
44 million translation units. The training data comes from a very diverse background with
sources ranging from Bible translations to software localisation data, official EU publications
and data mined from unrestricted web crawls. Altogether, the collection includes 19 differ-
ent sub-corpora for each, Finnish-Swedish and Finnish-English. The quality and size varies a
lot and we did not make any attempt to further clean or filter the data. However, for both
language pairs the biggest sub-corpus refers to the collection of movie and TV show subtitles
derived from the OpenSubtitles (v2018) data set. For Finnish-English, this collection contains
almost 30 million translation units and for Finnish-Swedish it contains over 15 million trans-
lation units. Even though this sub-corpus is quite noisy as well it fits the task rather well and,
therefore, we can expect that our models should have a decent performance in the subtitle
translation task even without further fine-tuning.

The models we trained rely on the popular Transformer architecture, the current state-of-
the-art in neural machine translation. We apply the implementation from the open source
toolkit MarianNMT (Junczys-Dowmunt et al., 2018), which offers fast training and decoding
with the latest features of production-ready NMT. We use the standard setting of a multi-layer
transformer with 6 layers on both encoder and decoder side with 8 attention heads in each
layer. We enable label smoothing, dropout and use tied embeddings with a shared vocabulary.
For text segmentation we apply SentencePiece (Kudo and Richardson, 2018) with models that
are trained independently for source and target language for a vocabulary size of 32,000 in
each language. There are no further pre-processing steps to keep the setup as general as
possible apart from some basic normalisation of unicode punctuation characters and parallel
corpus filtering using standard scripts from the Moses SMT package (Koehn et al., 2007).

For the document-level models we apply the concatenative models proposed by Tiedemann
and Scherrer (2017); Junczys-Dowmunt (2019) using units of maximum lengths of 100 to-
kens. Note that sentences and sentence fragments in subtitles are typically very short and
100 tokens typically cover substantial amounts of context beyond sentence boundaries. We
mark sentence boundaries with special tokens as described earlier in Section 4.1 and chunk
the training and test data sequentially from the beginning to the end without any overlaps.
This procedure creates roughly 3.3 million pseudo documents for Finnish-Swedish and 4.7
million documents for Finnish-English. This means that we have on average about 9 sentences
per pseudo document, which are concatenated into one long string with sentence boundary

2http://opus.nlpl.eu
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markers in between.

During test time, we proceed in the same way creating pseudo documents from the origi-
nal input by concatenating subsequent sentences and splitting when a segment exceeds 100
tokens. Sentence-level models are translated in the usual way. In order to examine the trans-
lation quality, we applied our models to the YLE benchmark test set. This test set is taken
from a larger set of subtitles from YLE programmes with audio in Finnish, Swedish or English.
Intralingual subtitles in the language original audio were aligned with interlingual subtitles of
the same programme in one of the other two languages. However, it should be noted that the
interlingual subtitles are not direct translations of the intralingual subtitles, as such. Align-
ment of the subtitle segments in the test set was manually checked and non-corresponding
segments were removed. The Finnish and Swedish parts of the dataset also contain intralin-
gual subtitles for the deaf or hard-of-hearing, which were separated in the test set as their own
subsets.

The results are shown in Table 2. Scores are shown separately for different subsets. Subsets
containing subtitles for the deaf or hard-of-hearing are labelled as FIH (Finnish) and SWH
(Swedish). Note, that the document-level results needs to be treated in a special way as they
do not automatically match the sentence-level reference translations even when splitting on
generated sentence boundary markers. To ensure that reference and system output correspond
to each other, we apply a standard sentence alignment algorithm implemented in the open
source package hunalign (Varga et al., 2005). We use the re-alignment flag to enable lexical
matching as well, which is very beneficial in this monolingual alignment task. BLEU score
might be negatively affected by this procedure as this alignment is certainly not perfect.

sentence-level document-level
BLEU chrF; BLEU chrF,

FIH - SWE 17.0 0.435 17.4 0.444
FIN - SWE 21.6 0.466 22.2 0.470
FIN - SWH 17.8 0.429 18.4 0.439
fi—sv (avg.) 18.8 0.443 19.3 0.451

SWE — FIH 11.3 0.418 12.9 0.433
SWE — FIN 20.5 0.489 21.6 0.501
SWH — FIN 15.2 0.441 15.9 0.451
sv—fi (avg.) 15.7 0.449 16.8 0.462

FIH — ENG 18.6 0.439 21.5 0.459
FIN — ENG 244 0.476 25.6 0.484
fi—en (avg.) 21.5 0.458 23.6 0.472

benchmark

ENG — FIH 11.7 0.404 12.8 0.416
ENG — FIN 20.3 0.483 21.3 0.492
en—fi (avg.) 16.0 0.444 17.1 0.454

Table 2: Comparison of BLEU and chrFy scores on the YLE benchmark testset for the sentence-level and
document-level systems in the language pairs Finnish-Swedish, Swedish-Finnish, Finnish-English and English-
Finnish

The results indicate that document-level models seem to be beneficial in the subtitle trans-
lation case. The automatic evaluation scores consistently show an improvement over the cor-
responding sentence-level models for both language pairs and in all directions. However, this
encouraging result does, unfortunately, not carry over to the manual assessment (see Sec-



Original subtitles in SRT format:

16

00:01:05,960 --> 00:01:12,360

We have to make readmission
agreements with other countries, -

17

00:01:12,440 --> 00:01:17,440
so that they would be willing.
We have to cooperate closely.

Converted to sentence-level segments for machine translation:

<s id="13">
<time id="T16S" value="00:01:05,960" />
We have to make readmission agreements with other countries, -
<time id="T16E" value="00:01:12,360" />
<time id="T17S" value="00:01:12,440" />
so that they would be willing.
</s>
<s id="14">
We have to cooperate closely.
<time id="T17E" value="00:01:17,440" />
</s>

Mapped back to subtitle frames after translation:

16

00:01:05,960 --> 00:01:12,360

Meid&n on tehté&va

takaisinottosopimuksia muiden maiden kanssa,

17

00:01:12,440 --> 00:01:17,440

jotta ne olisivat halukkaita.

Meid&n on teht&dva tiivistd yhteistyota.

Figure 4: Pre- and post-processing of subtitle data before and after translation. Sentences may run over several
subtitle frames like in the second sentence in this example. Multiple sentences and sentence fragments can
also appear in one frame as it happens in the first one in the example above. The translation comes from a
document-level model.

tion 5.4). A reason for this may at least be partially related to the problem of segmentation
and time-frame alignment, which we introduce below.

5.2 Subtitle frame alignment

In both cases, sentence-level and document-level translation, we have to treat the results in
a way that maps the translations back into the time slots allocated for the original subti-
tles. Remember that those time slots may include more than one sentence and sentences
may stretch over multiple time slots as well. Because our translation models are trained on
sentence-aligned data, we need to extract sentences first from subtitles, too. We do this using
the techniques proposed by Tiedemann (2008), which are also applied to the OpenSubtitles
corpus in our training data. An example of the pre-processing procedure is shown in Figure 4.



Mapping back to subtitle frames and their time allocations is implemented as another align-
ment algorithm. We apply a simple length-based algorithm for this assuming that there is
a strong length correlation between source and target language subtitles. The difference to
traditional sentence alignment is that we are now only interested in 1-to-x alignments, mean-
ing that each existing subtitle frame in the original input should be filled with one or more
segments from the translation. The segments on the target side that we consider are clauses
from the generated sentences. For simplicity, we split on any punctuation in the output that is
followed by space to approximate the structural segmentation. We then apply the traditional
Gale&Church algorithm (Gale and Church, 1993) to optimise the global alignment between
source segments (original subtitle frame data) and target segments. For this, we adjust the
parameters of the algorithm in two ways: (i) we remove priors and apply a uniform distribu-
tion over possible alignment types and (ii) we change the set of alignment types to include
all possible mappings from one source segment to a maximum of four target segments. The
mapping between source and target is than created using the original dynamic programming
algorithm that ensures a globally optimal mapping according to the model. The result of this
procedure is shown in figure 4 on the example from the pre-processing steps discussed earlier.

The algorithm is then also extended by further segmentation and line-break insertion pro-
cedures. Subtitles need to follow certain length and formatting constraints. In our current
implementation, we added a simplistic strategy to insert line-breaks. We introduce a hard
length limit and a soft length limit that regulate the segmentation of text into lines. Fur-
thermore, we set a hard coded length limit penalty that is added to the cost function of the
alignment algorithm. This penalty is added for alignment candidates that exceed the hard
limit. Additionally, we add another penalty for splitting subtitle frames in the middle of a
sentence at some potential clause boundary. This is used to prefer full sentences within one
frame. Finally, the soft length limit is used to split sentences at arbitrary white space charac-
ters in cases where a text to be added exceeds the hard length limit. The algorithm tries to
find a splitting point around the soft limit that balances the length on both sides of that newly
introduced splitting point.

The implementation of the entire procedure described above is available from github as
part of the subalign package.? The heuristics applied in this algorithm still require some
development and optimisation as we will see in the assessment of the subtitle translation
experiments described below. Especially, the segmentation and line-break insertion procedures
do not seem to work very well and may have influenced the results in a rather negative way,
especially for the document-level models.

5.3 User data collection set-up

The subtitling tasks for productivity data collection were carried out at YLE premises in Novem-
ber 2019. A total of 12 translators (3 for each language pair) participated in the tasks. In addi-
tion to 9 in-house translators working for the project partner YLE, 3 freelancers were recruited
as participants. All participants are professional translators with between 4 and 30 years of
professional subtitling experience in the language pair in question. Of the 12 participants,
only 2 indicated they had previously used MT specifically for subtitling, although 7 had used
MT for other purposes.

The subtitling tasks were carried out using the subtitlers’ preferred software environment
(Wincaps Q4 or Spot). To replicate their normal working environment, an external monitor
and keyboard were provided, and the subtitlers had access to the internet as well as termi-

Shttps://github.com/Helsinki-NLP/subalign
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nology and other resources normally used in their work. During the subtitling tasks, process
data were logged using Inputlog (Leijten and Van Waes, 2013), which records all keyboard
and mouse activity. Screen recording software provided as part of Windows 10 was used to
capture video of the process to support further analysis. Pre- and post-task questionnaires
were used to collect background information from the participants and subjective assessment
of the MT output and PE experience after the tasks. After the tasks, a brief semi-structured
interview was also carried out to collect more detailed feedback regarding problems in the
workflow and the participants’ views on potential improvements.

Based on availability of material and participants, subtitling tasks were carried out in four of
the MeMAD language pairs: Finnish-English, Finnish-Swedish, English-Finnish and Swedish-
Finnish. For each source language (Finnish, English, Swedish), six clips were selected from two
different genres: three clips from unscripted European election debates (Finnish and Swedish
from 2014, English from 2019), and three clips from semi-scripted lifestyle or cultural pro-
grammes. The individual clips were selected so each clip (i) forms a coherent, self-contained
section of the programme, (ii) is approximately 3 minutes long, and (iii) contains approxi-
mately 30-35 subtitle segments. The total length and number of clips used was limited due to
limited availability of the participants.

Each participant completed a total of six tasks where they subtitled a short video clip: two
clips “from scratch” without MT output, two clips using output from a sentence-level MT
system, and two clips using output from a document-level MT system. The clips and MT
outputs were rotated in a round-robin format so that each clip was subtitled once in each
condition (no MT output, sentence-level MT output, document-level MT output) by a different
participant. Task order was also varied to minimise facilitation effect. The participants were
instructed to produce subtitles that would be acceptable for broadcasting, and to use the
resources (e.g. the internet, terminology resources) they normally would for their work, but
to not spend excessive time in “polishing” any given wording or researching information. No
explicit time limit was given for each task, rather, the participants were instructed to work at
their own pace.

In the from scratch condition, the participants also created the segmentation and timing of
the subtitles following their normal work process (subtitling templates, which are commonly
used in e.g. DVD translation are not used by YLE for these content types). In the post-editing
condition, the participants worked with output that was pre-segmented and timed based on
the intralingual subtitles used as source text for the MT (see Section 5.2.

5.4 Analysis of productivity and changes in post-editing

To assess productivity, the process logs recorded during the subtitling tasks were analysed us-
ing Inputlog’s analysis functions. Task time and number of keystrokes logged were used as
productivity measures. Based on the final subtitles produced, edit distance between the MT
output and the final versions were calculated using HTER (Snover et al., 2006) and charac-
TER (Wang et al., 2016). These measures were then compared between the tasks of creating
interlingual subtitles from scratch and post-editing MT, as well as between post-editing the
sentence-level and document-level MT outputs described in Section 5.1.

Figure 5 shows the average total task time and average subtitling task time. The total task
time reflects the total time taken by the participant to complete an individual task. In addi-
tion to creating the subtitles themselves, activity during the task also includes, for example,
searching for terminology or other information online. Inputlog also measures time spent
working with specific software during the logging, and this function was used to focus on the
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Figure 5: Average total task times (left) and task times subtitling (right).

time the participant used the subtitling software, specifically, excluding internet searches and
other activity. The comparison of average task times indicates that, on average, 1) post-editing
machine-translated subtitles (regardless of MT output) was faster than creating subtitles from
scratch, and 2) post-editing output by the sentence-level MT system was slightly faster than
post-editing the document-level MT output.

Figure 6 shows a comparison of technical effort in terms of the average number of keystrokes
used when producing subtitles. For the comparison of keystrokes, we focused only on the
keystrokes created in the subtitling software, excluding online searches and other activity. In
addition to the total number of keystrokes, the distribution of types of keystrokes is shown in
Figure 6. Text production includes alphanumeric keys related to producing characters, and
text deletion includes keystrokes related to removing characters. Keystrokes related to editing
the subtitle frames (creating, deleting, splitting or merging frames etc.), as well as changing
the timing of subtitle frames, are shown separately. Keystrokes related to other activity such as
navigation and video controls are grouped as miscellaneous keystrokes. Similarly to task times,
the comparison of keystrokes indicates that, on average, 1) post-editing machine-translated
subtitles (regardless of MT output) involved fewer keystrokes than creating subtitles from
scratch, and 2) post-editing the sentence-level MT involved fewer keystrokes than post-editing
the document-level MT output.

Some differences can also be seen in distribution of keystroke types. Intuitively, post-editing
reduces the need for text producing keystrokes compared to writing the subtitles from scratch.
However, the share of text deleting keystrokes is somewhat higher, as correcting the output
also involves removing words or characters. The number of keystrokes related to editing sub-
title frames can also be expected to be higher in the from scratch mode, as the participants
needed to create and set the timing for each subtitle segment themselves. Although in the
post-editing condition, the MT output was already segmented and timed based on the in-
tralingual subtitles used as source text, the number of keystrokes in this category show that
the participants found it necessary to change both the segmentation and timing. These edits
are discussed in more detail below.
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Figure 6: Average numbers of keystrokes, divided into keystrokes for text production (leftmost), text deletion
(mid-left), timestamp and segmentation edits (mid-right), and miscellaneous actions (rightmost).

Although overall, post-editing machine-translated subtitles can be seen to lead to produc-
tivity gains in terms of shorter task times and reduced keystrokes, considerable variation was
observed between different participants. Figure 7 shows the average subtitling task times for
each participant across all the subtitling tasks while post-editing either MT output (left) and
while creating subtitles from scratch (right). Some participants (fi-en A, en-fi A, en-fi B, sv-fi B,
sv-fi C) show marked gains in productivity, particularly those with the overall longest average
task times. However, 5 out of the 12 participants (fi-en B, fi-en C, en-fi C, fi-sv A, sv-fi A) are
in fact slower when post-editing MT.

A further comparison can be made with the average number of keystrokes. Figure 8 shows
the average number of subtitling keystrokes for post-editing either MT output (left) and for
translating from scratch (right). Although most participants use, on average, fewer keystrokes
when post-editing, fi-sv A and sv-fi A actually use slightly more keystrokes. While these two
are among the participants who are also slower when working with MT output, it should be
noted that for fi-en B, fi-en C and en-fi C, a lower number of keystrokes does not correspond
to shorter task time in post-editing.

These findings are in line with other process studies (see e.g. Plitt and Masselot, 2010;
Koponen et al., 2012) which have demonstrated that potential productivity gains from post-
editing vary, with slower participants often showing the largest gains and translators who are
already fast benefiting less. A lower number of keystrokes not necessarily leading to increased
productivity in terms of time has also been observed in other studies. While the number
of keystrokes captures the amount of technical effort needed to make corrections to the MT
output, it does not capture the amount of cognitive effort involved in recognising potential
errors and deciding on necessary changes. Another factor is post-editing experience. The
participants in this study indicated they had little prior experience with MT particularly in the
subtitling context, so unfamiliarity with the task may play a role.

In addition to the process-based productivity measures, the edit distance metrics HTER
(word-based) and characTER (character-based) were used to compare the number of changes
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Figure 7: Average task times subtitling through post-editing (left) and subtitling from scratch (right) for each
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(edit rate) between the MT outputs and their post-edited versions. As the participants had
often changed the division of text into subtitle frames by adding or deleting frames as well as
moving words between frames, subtitle segmentation was ignored for calculating the edit dis-
tances. Instead, document-level scores were calculated to focus on edits affecting the textual
content. Table 3 shows the HTER and characTER scores for the sentence-level and document-
level MT across all four language pairs, as well as for each language pair and each participant.

HTER characTER
sent-level 55.1 £ 17.7 45.0 + 12.3
doc-level 60.3 + 16.1 48.7 + 11.1
fi—en 45.6 + 17.7 39.3 + 13.5
post-editor A 394 +£99 39.3 £ 15.5
post-editor B 65.4 + 14.6 48.6 + 8.1
post-editor C 31.9 £ 4.2 299 + 114
en — fi 74.1 £ 12.7 48.9 + 6.4
post-editor A 78.6 £ 3.7 52.6 £ 4.5
post-editor B 59.0 + 2.2 41.8 £ 1.7
post-editor C 84.8 +£ 9.4 52.3 £ 5.0
fi > sv 52.7 + 13.2 44.1 +11.4
post-editor A 51.0 £ 124 454 £ 12.7
post-editor B 63.8 = 6.3 50.4 + 8.1
post-editor C  43.4 + 12.8 36.4 £ 11.2
sv—fi 58.4 + 9.5 55.1 + 9.2
post-editor A 63.5 £ 9.7 59.4 £ 10.7
post-editor B 55.0 = 12.4 51.6 + 10.7
post-editor C 56.8 £ 5.5 54.3 + 6.2
overall 57.7 £ 16.9 46.8 + 11.8

Table 3: Comparison of word-level (HTER) and character-level (characTER) edit rates divided by MT system
(sentence-level vs document-level), language pair (Finnish-English, English-Finnish, Finnish-Swedish, Swedish-
Finnish) and post-editor.

Corresponding to the process metrics, average edit rate for the sentence-level MT output is
slightly lower than for the document-level MT. Both scores, however, are over 50, indicating
considerable rewriting. Variation can also be seen between the different language pairs, par-
ticularly in the case of English-Finnish, which has a much higher HTER score. In part, the
higher score in this language pair may be due to the fact that for Finnish as a target language,
HTER does not distinguish between changed words and changed word forms. The character-
based score (characTER) shows a smaller gap between the English-Finnish case and the other
language pairs, which may indicate more frequent word form edits in this language pair. How-
ever, a similar effect is not seen in the Swedish-Finnish case. This may be explained by the
fact that the participants working on this language pair appear to have added a words into the
post-edited versions.

Considerable variation can again be seen in the edit rates between different participants.
For example, in the language pair Finnish-English one of the participants (fi-en B) has a much
higher edit rate than the other two, while the two participants with the overall highest average
edit rates (over 80) both worked on the language pair English-Finnish. Since the participants
post-edited different MT versions, differences in output quality are possible, but to some extent
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Figure 9: Average differences in number of segments (left) and lines (right).

these differences may also reflect individual preferences rather than clear errors in the MT
output. Preliminary qualitative observations regarding the changes made suggest that while
some edits relate to clear MT errors, many are also caused by what appear to be preferential
edits; for example, in the Finnish-English language pair, one participant accepts the term
“financial discipline” while another replaces it with “austerity”.

In addition to the textual content of the MT subtitles, the participants edited both the split-
ting of that content into subtitle frames and timing of the frames. As described above, in
Section 5.2, the MT output was mapped into subtitle frames from the intralingual subtitles
used as source text. To estimate the changes made to segmentation of the textual content
into the frames, we calculated first the number of subtitle frames and lines of text within
those frames in the MT version and in the post-edited version of that MT. Figure 9 shows the
average differences in number of segments (frames) and number of lines. Overall, the partici-
pants have added both frames (+7%) and lines (+4%), with no clear difference between the
sentence-level and document-level outputs. However, variation is evident both across differ-
ent language pairs and different clips, as indicated by the standard deviation. In the language
pair Swedish-Finnish, the tendency to add frames (+19%) and lines (4+16%) is particularly
noticeable. This seems to arise mostly from the three clips from the lifestyle programming
genre, where participants made considerable additions (for discussion of these additions, see
Section 5.5). English-Finnish appears to be the only language pair where the participants have
mostly reduced the number of subtitle frames (-4%) and lines (-8%). As noted above, two of
the participants working with English-Finnish had done significant rewriting, often condensing
the suggestion provided by the MT, which is likely also reflected in the number of segments.

Changes to the timing of subtitles frames were further analysed by comparing the in and
out times of frames in the MT version of the subtitle file and the post-edited version of that
MT output. Figure 10 shows the average percentage of frames in the MT version with both
in and out timestamps preserved in the PE, frames with either in or out time preserved while
the other was changed in PE, and frames with no matching timestamps in PE. Overall, only
about 24% of the original timed frames remained in the post-edited versions, a further 27%
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Figure 10: Average percentages of segments that were preserved (top), extended or contracted (middle), and
overridden (bottom) during post-editing.

had either the in or out time changed, and 49% of frame timings were completely changed.
Comparing the language pairs, a difference can also be seen in Finnish-English, where the par-
ticipants appear to have accepted a larger percentage (42%) of the suggested frame timings.
On average, slightly more frame timestamps were preserved in the files with sentence-level
MT output than document-level output. One explanation for this is that the document-level
output contained more cases of repeated fragments, which sometimes caused the segmenta-
tion of the translation into the frames to become out of sync with the audio. The large number
of completely changed timestamps is likely to be connected to the fact that the participants
added, or in the case of English-Finnish, deleted subtitle frames, leading to necessary changes
in the timing of other frames.

5.5 Qualitative examples of discourse phenomena

A more detailed manual analysis of the MT outputs and changes carried out during post-
editing is ongoing to identify specific issues related to the discourse phenomena discussed in
Section 2. For example, issues related to pronouns and cohesion are being examined. To some
extent, these issues are affected also by the features of the programmes in question. The largely
unscripted (EU debates) and relatively informal semi-scripted (lifestyle programming) spoken
language of the clips differs from written discourse. The multimodal context also brings its
own challenges, for example, in terms of pronominal anaphora where the referent appears
only in visual form. No definitive conclusions can yet be made regarding the frequency of spe-
cific features or errors in the MT outputs, however, some preliminary qualitative observations
can be made of the types of issues arising in this dataset.

Pronominal anaphora With Finnish as source language, 3rd person singular pronouns
need to be disambiguated for gender when translating into English (she vs he) and Swedish
(han vs hon). As noted, this issue is further complicated by the spoken language and the
colloquial style of the clips coming from the more youth-oriented lifestyle programming, where



the pronoun se ‘it’ is used for humans instead of the more formal hdn ‘he/she’. The Finnish
clips contain 4 such cases where se is used to refer to a person (male in each case). In the
Finnish-English language pair, the sentence-level MT has one correct he and three it, while
the document-level MT has all but one case correctly translated as he. In the Finnish-Swedish
language pair, the sentence-level MT has two correctly as han and two incorrectly as den or
det, while the document-level MT has all but one correctly as han. The only sentence both
systems in both language pairs get right is Silld on silmdlasit. ‘It has glasses.” (translated as
“he”).

Explicitation of pronouns As noted in Section 2, pronouns are not necessarily always
translated as pronouns. Even in cases where the pronoun is not an incorrect translation, a
translator may choose replace it with the antecedent or in some cases to explicitate the implied
reference. While the MT systems render pronouns as pronouns, such cases of explicitation can
be seen in the participants’ edits. For example, in the Finnish-English language pair, the expres-
sion yrityksillemme ‘for our companies’ is translated correctly by both MT systems, but in both
cases changed to Finnish companies by the post-editor using the situational context (Finnish
politicians discussing the economy) to explicitate what is implied by “our”. Another example
related to the multimodal context appears in the Swedish-Finnish language pair where the
expression de ska kokas mjuka ‘they should be cooked soft’ is (correctly) translated in both the
sentence-level and document-level output using the corresponding pronoun ne. In both cases,
the participant post-editing the output replaces the pronoun with hedelmdt ’fruit’, referring to
the fruit shown being cooked in the programme.

Noun phrase definiteness As Finnish does not mark definiteness using articles like English
and Swedish, translating noun phrases may be ambiguous with regard to definiteness. One
example appears in the Finnish-English language pair:

Source - Ensin pitda selvittda, kuka on oikea nortti.
doc-MT - First we have to find out who’s a real nerd.
sent-MT First, we need to find out who the real nerd is.

In the dialogue, reference is being made to an unspecified person in a way that corre-
sponds to the English indefinite noun phrase, as shown in the document-level MT output.
The sentence-level MT output is incorrect for the meaning of the source text, and the partici-
pant post-editing that version corrects both the definiteness of the noun phrase and the word
order as “who is an authentic nerd”.

Multimodality and condensation in subtitles Condensation of the subtitle content by,
for example, omitting repeated words can also be observed particularly in the English-Finnish
language pair, possibly due to the longer average length of words in Finnish. A more detailed
analysis of the edits performed would be needed to establish the extent to which edits relate to
errors vs preferential changes or decisions like condensation. In contrast to omissions caused
by condensation, the participants can also be seen to add textual content. While there are
some cases where the additions correspond to missing words in the MT output, some in fact
involve content that was also missing from the source text used to create that output. This is
explained by the fact that intralingual subtitles used as source text for the MT already involve
some condensation and other editing, and therefore are not an exact match with the spoken
audio of the clip. This difference was particularly noticeable in the case of three of the Swedish
“lifestyle” clips used for the Swedish-Finnish language pair. The intralingual subtitles of these
clips appear to have been unusually condensed, leading the participants to add both textual
content and new subtitle frames. These additions show one effect of the multimodal context
on the participants (see 2.2). If they had been asked to translate the intralingual subtitles as



text only, they would have been unlikely to make additions not present in the written source
text. However, because information missing in writing was available to them in the audio, it
was added during post-editing.

6 Future work

Our previous experiments have shown that document-level machine translation is difficult
and that concatenation approaches are currently the most effective method to be applied.
Nevertheless, the results are still not very satisfactory and various directions of future research
are possible.

First of all, the segmentation into appropriate chunks to be translated as a unit is an im-
portant issue that needs to be addressed. In relation to subtitle translation, the use of time
information could be a useful approach to split the data into coherent blocks separated by
significant breaks. Multimodality can also pay a crucial role in segmentation as visual and
auditory cues may help to improve the division of verbal content into discourse units. For a
baseline, we will implement an end-to-end system specifically tailored for subtitle translation
after Matusov et al. (2019), and investigate how well such a system could generate organic
subtitles.

Another direction is to integrate speaker information into the translation engines. Other
features from the scenes and shots may also be useful in optimising translation quality. This
is, again, an interesting idea for the incorporation of multimodal features in translation in
connection with non-linguistic context for language grounding and disambiguation. For ex-
ample, Lison and Meena (2016) introduce an approach for segmenting subtitles into dialogue
turns by leveraging speaker labels or diarisation output. The combined MeMAD framework
might allow the application of such a method to our training datasets, opening up new ways
to experiment with discourse-aware MT by optimising limited document context windows.

Finally, the combination of speech recognition and translation in a discourse-aware model is
another goal of future research. End-to-end models that are able to properly make use of cues
from various features and signals available in video clips in connection with their narrative
structure would be the ultimate goal in the MeMAD setting and our work in the final period
of the project will be devoted to the development in that direction.

A detailed analysis of subjective feedback collected from the translators who participated in
the post-editing experiments is also underway. Preliminary results regarding the user expe-
rience and feedback related to machine translation will also be reported as part of MeMAD
deliverable D6.6. In the third year of the project, further user evaluation is planned to assess
the effect of the new developments of our machine translation approaches.

7 Conclusion

This paper presents the current state-of-the-art in document-level machine translation and
presents the efforts of developing and evaluating discourse-aware translation models in the
MeMAD project. In this report, we focus on the analyses of professional subtitle translation
supported by machine translation in the case of YLE data sets and Finnish, Swedish and English
subtitles. We present the challenges of document-level MT and its shortcomings in terms of
proper segmentation and integration in translation workflows. The assessment provides valu-



able insights to the remaining issues to be addressed and pinpoints the importance of manual
evaluation when evaluating the utility of automatic translation in real-world applications.
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A Dissemination activities
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ing (6/5/2019 Aalto University, Espoo) - presentation on "Recent Advances in Aalto ASR
Group” (Mikko Kurimo), "Found in translation - learning to understand human languages
with multilingual data” (Jorg Tiedemann) and "NLP components in industry service solu-
tions” (Sebastian Andersson)

e Conference presentation 1.-2.8.2019: WMT 2019 news translation task paper and poster
presentation (programme: http://www.statmt.org/wmt19/program.html, paper: https:
//www.aclweb.org/anthology/W19-5347.pdf)

e WMT 2019: The University of Helsinki Submission to the WMT19 Parallel Corpus Filtering
Task (https://www.aclweb.org/anthology/W19-5441.pdf)

e Guest lecture 1.10.2019: “Machine Translation and Post-editing: Researching Quality and
Effort”, at Linnaeus University, Vaxjo, Sweden (Maarit Koponen).

e Workshop presentation 23.10.2019: Huawei Workshop on Cloud Computing and Data
Security (Helsinki, Finland) - presentation on “Opportunities and Challenges in Natural
Language Understanding - in a Multilingual Setup”

e Workshop presentation 3.11.2019: DiscoMT 2019 paper and poster presentation +
poster booster presentation (programme: https://www.idiap.ch/workshop/DiscoMT/
program, paper: https://www.aclweb.org/anthology/D19-6506.pdf)

e Conference presentation 7.11.2019: HELDIG Summit - presentation on
“Learning to understand languages with neural networks” (programme:
https://www.helsinki.fi/en/helsinki-centre-for-digital-humanities/
heldig-digital-humanities-summit-2019, slides: https://a3s.fi/heldig/
summit-2019/07-tiedemann. pdf)

e Conference presentation 26.11.2019: AI Day (Espoo, Finland) - presentation
on “Language (Technology) is the key to (Artificial) Intelligence” (programme:
https://fcai.fi/ai-day-2019-program, slides: https://staticl.squarespace.com/
static/59d528238419¢2639782a4eb/t/5dde6354£0214772d10303d7/1574855524833/2.
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accent@spacefactorrg+Tiedemanny2C+AI+Day+2019%2C+Finland. pdf)

e arXiv submission of Survey on Multimodal MT through Visuals and Speech (Sulubacak
et al., 2019) (url: https://arxiv.org/abs/1911.12798)

e Media 2.12.2019: Interview published in news section of the University
of Helsinki website https://www.helsinki.fi/en/news/language-culture/
machine-translation-no-match-for-humans-machines-translate-words-humans—-the-underl
(Maarit Koponen)

e Workshop presentation 16.12.2019: Invited talk on “Konek&dintimen rakentamisen
tekijanoikeusniakokohtia” (Copyright aspects of building a machine translation engine)
in seminar Kun kone kddntdd, kuka on tekijd? (When a machine translates, who is the
author?) organised by the research project “Art, Copyright and the Transformation of Au-
thorship” University of Helsinki (https://blogs.helsinki.fi/taidejatekijanoikeus/)
(Maarit Koponen)
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Abstract

In this paper, we present the University of
Helsinki submissions to the WMT 2019 shared
task on news translation in three language
pairs: English-German, English-Finnish and
Finnish-English. This year, we focused first
on cleaning and filtering the training data
using multiple data-filtering approaches, re-
sulting in much smaller and cleaner training
sets. For English-German, we trained both
sentence-level transformer models and com-
pared different document-level translation ap-
proaches. For Finnish-English and English—
Finnish we focused on different segmentation
approaches, and we also included a rule-based
system for English—Finnish.

1 Introduction

The University of Helsinki participated in the
WMT 2019 news translation task with four pri-
mary submissions. We submitted neural ma-
chine translation systems for English-to-Finnish,
Finnish-to-English and English-to-German, and
a rule-based machine translation system for
English-to-Finnish.

Most of our efforts for this year’s WMT focused
on data selection and pre-processing (Section 2),
sentence-level translation models for English-
to-German, English-to-Finnish and Finnish-to-
English (Section 3), document-level translation
models for English-to-German (Section 4), and
a comparison of different word segmentation ap-
proaches for Finnish (Section 3.3). The final sub-
mitted NMT systems are summarized in Section 5,
while the rule-based machine translation system is
described in Section 3.4.

2 Pre-processing, data filtering and
back-translation

It is well known that data pre-processing and se-
lection has a huge effect on translation quality in

neural machine translation. We spent substantial
effort on filtering data in order to reduce noise—
especially in the web-crawled data sets—and to
match the target domain of news data.

The resulting training sets, after applying the
steps described below, are for 15.7M sentence
pairs for English—-German, 8.5M sentence pairs
for English-Finnish, and 12.3M-26.7M sentence
pairs (different samplings of back-translations) for
Finnish-English.

2.1 Pre-processing

For each language, we applied a series of pre-
processing steps using scripts available in the
Moses decoder (Philipp Koehn, 2007):

e replacing unicode punctuation,
e removing non-printing characters,
e normalizing punctuation,

e tokenization.

In addition to these steps, we replaced a number
of English contractions with the full form, e.g.
“They’re” — “They are”. After the above steps,
we applied a Moses truecaser model trained for in-
dividual languages, and finally a byte-pair encod-
ing (BPE) (Sennrich et al., 2016b) segmentation
using a set of codes for either language pair.

For English—-German, we initially pre-processed
the data using only punctuation normalization and
tokenization. We subsequently trained an En-
glish truecaser model using all monolingual En-
glish data as well as the English side of all paral-
lel English—German datasets except the Rapid cor-
pus (in which non-English characters were miss-
ing from a substantial portion of the German sen-
tences). We also repeated the same for German.
Afterwards, we used a heuristic cleanup script! in

'Shared by Marcin Junczys-Dowmunt. Retrieved
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order to filter suspicious samples out of Rapid, and
then truecased all parallel English—-German data
(including the filtered Rapid) using these models.
Finally, we trained BPE codes with 35000 sym-
bols jointly for English—-German on the truecased
parallel sets. For all further experiments with
English—-German data, we applied the full set of
tokenization steps as well as truecasing and BPE
segmentation.

For English—Finnish, we first applied the stan-
dard tokenization pipeline. For English and
Finnish respectively, we trained truecaser models
on all English and Finnish monolingual data as
well as the English and Finnish side of all paral-
lel English—Finnish datasets. As we had found to
be optimal in our previous year submission (Ra-
ganato et al., 2018), we trained a BPE model
using a vocabulary of 37000 symbols, trained
jointly only on the parallel data. Furthermore, for
some experiments, we also used domain labeling.
We marked the datasets with 3 different labels:
(NEWS) for the development and test data from
2015, 2016, 2017, (EP) for Europarl, and (WEB)
for ParaCrawl and Wikititles.

2.2 Data filtering

For data filtering we applied four types of filters:
(1) rule-based heuristics, (ii) filters based on lan-
guage identification, (iii) filters based on word
alignment models, and (iv) language model filters.

Heuristic filters: The first step in cleaning the
data refers to a number of heuristics (largely in-
spired by (Stahlberg et al., 2018)) including:

e removing all sentence pairs with a length
difference ratio above a certain threshold:
for CommonCrawl, ParaCrawl and Rapid we
used a threshold of 3, for WikiTitles a thresh-
old of 2, and for all other data sets a threshold
of 9;

e removing pairs with short sentences: for
CommonCrawl, ParaCrawl and Rapid we re-
quired a minimum number of four words;

e removing pairs with very long sentences: we
restricted all data to a maximum length of
100 words;

from https://gist.github.com/emjotde/
4c5303e3b2fc501745ae016a8d1le8e49
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e removing sentences with extremely long
words: We excluded all sentence pairs with
words of 40 or more characters;

e removing sentence pairs that include HTML
or XML tags;

e decoding common HTML/XML entities;

e removing empty alignments (while keeping
document boundaries intact);

e removing pairs where the sequences of non-
zero digits occurring in either sentence do not
match;

e removing pairs where one sentence is termi-
nated with a punctuation mark and the other
is either missing terminal punctuation or ter-
minated with another punctuation mark.

Language identifiers: There is a surprisingly
large amount of text segments in a wrong lan-
guage in the provided parallel training data. This
is especially true for the ParaCrawl and Rapid
data sets. This is rather unexpected as a basic
language identifier certainly must be part of the
crawling and extraction pipeline. Nevertheless, af-
ter some random inspection of the data, we found
it necessary to apply off-the-shelf language identi-
fiers to the data for removing additional erroneous
text from the training data. In particular, we ap-
plied the Compact Language Detector version 2
(CLD2) from the Google Chrome project (using
the Python interface from pycld2?), and the widely
used langid.py package (Lui and Baldwin, 2012)
to classify each sentence in the ParaCrawl, Com-
monCrawl, Rapid and Wikititles data sets. We re-
moved all sentence pairs in which the language of
one of the aligned sentences was not reliably de-
tected. For this, we required the correct language
ID from both classifiers, the reliable-flag set to
“True” by CLD2 with a reliability score of 90 or
more, and the detection probability of langid.py to
be at least 0.9.

Word alignment filter: Statistical word align-
ment models implement a way of measuring the
likelihood of parallel sentences. IBM-style align-
ment models estimate the probability p(f |a,e)
of a foreign sentence f given an “emitted” sen-
tence e and an alignment a between them. Train-
ing word alignment models and aligning large cor-
pora is very expensive using traditional methods

https://github.com/aboSamoor/pycld2



and implementations. Fortunately, we can rely on
eflomal®, an efficient word aligner based on Gibbs
sampling (Ostling and Tiedemann, 2016). Re-
cently, the software has been updated to allow the
storage of model priors that makes it possible to
initialize the aligner with previously stored model
parameters. This is handy for our filtering needs
as we can now train a model on clean parallel data
and apply that model to estimate alignment proba-
bilities of noisy data sets.

We train the alignment model on Europarl and
news test sets from previous WMTs for English—
Finnish, and NewsCommentary for English—
German. For both language pairs, we train a
Bayesian HMM alignment model with fertilities
in both directions and estimate the model priors
from the symmetrized alignment. We then use
those priors to run the alignment of the noisy data
sets using only a single iteration of the final model
to avoid a strong influence of the noisy data on
alignment parameters. As it is intractable to esti-
mate a fully normalized conditional probability of
a sentence pair under the given higher-level word
alignment model, eflomal estimates a score based
on the maximum unnormalized log-probability of
links in the last sampling iteration. In practice, this
seems to work well, and we take that value to rank
sentence pairs by their alignment quality. In our
experiments, we set an arbitrary threshold of 7 for
that score, which seems to balance recall and pre-
cision well according to some superficial inspec-
tion of the ranked data. The word alignment filter
is applied to all web data as well as to the back-
translations of monolingual news.

Language model filter: The most traditional
data filtering method is probably to apply a lan-
guage model. The advantage of language mod-
els is that they can be estimated from monolin-
gual data, which may be available in sufficient
amounts even for the target domain. In our ap-
proach, we opted for a combination of source and
target language models and focused on the com-
parison between scores coming from both mod-
els. The idea is to prefer sentence pairs for which
not only the cross-entropy of the individual sen-
tences (H (.S, ¢s) and H (T, ¢)) is low with respect
to in-domain LMs, but also the absolute differ-
ence between the cross-entropies (abs(H (.5, ¢s) —
H(T,q))) for aligned source and target sentences

3Software available from https://github.com/
robertostling/eflomal
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is low. The intuition is that both models should be
roughly similarly surprised when observing sen-
tences that are translations of each other. In order
to make the values comparable, we trained our lan-
guage models on parallel data sets.

For English-Finnish, we used news test data
from 2015-2017 as the only available in-domain
parallel training data, and for English—-German
we added the NewsCommentary data set to the
news test sets from 2008-2018. As both data
sets are small, and we aimed for an efficient and
cheap filter, we opted for a traditional n-gram lan-
guage model in our experiments. To further avoid
data sparseness and to improve comparability be-
tween source and target language, we also based
our language models on BPE-segmented texts us-
ing the same BPE codes as for the rest of the
training data. VariKN (Siivola et al., 2007b,a)*
is the perfect toolkit for the purposes of estimat-
ing n-gram language models with subword units.
It implements Kneser-Ney growing and revised
Kneser-Ney pruning methods with the support of
n-grams of varying size and the estimation of
word likelihoods from text segmented in subword
units. In our case, we set the maximum n-gram
size to 20, and the pruning threshold to 0.002.
Finally, we computed cross-entropies for each
sentence in the noisy parallel training data and
stored 5 values as potential features for filtering:
H(S7 QS)’ H(T7 Qt)’ avg(H(S, QS)ﬂH(Tv Qt))’
maz(H (S, qs), H(T,q;)) and abs(H(S,qs) —
(T,q)). Based on some random inspection, we
selected a threshold of 13 for the average cross-
entropy score, and a threshold of 4 for the cross-
entropy difference score. For English-Finnish, we
opted for a slightly more relaxed setup to increase
coverage, and set the average cross-entropy to 15
and the difference threshold to 5. We applied the
language model filter to all web data and to the
back-translations of monolingual news.

Applying the filter to WMT 2019 data: The
impact of our filters on the data provided by WMT
2019 is summarized in Tables 1, 2 and 3.

We can see that the ParaCrawl corpus is the
one that is the most affected by the filters. A lot
of noise can be removed, especially by the lan-
guage model filter. The strict punctuation filter
also has a strong impact on that data set. Natu-
rally, web data does not come with proper com-

*VariKN is available from https://vsiivola.
github.io/varikN/



EN-DE EN-FI
CommonCrawl 3.2%
Europarl 0.8% 2.8%
News-Commentary  0.2%
ParaCrawl 0.6%
Rapid 132%  52%
WikiTitles 8.0% 4.0%

Table 1: Basic heuristics for filtering — percentage of
lines removed. For English—Finnish the statistics for
ParaCrawl] are not available because the cleanup script
was applied after other filters.

% rejected

Filter CC ParaCrawl Rapid
LM average CE  31.9% 62.0% 12.7%
LM CE diff 19.0% 12.7%  6.9%
Source lang ID 4.0% 307%  7.3%
Target lang ID 8.0% 227%  6.2%
Wordalign 46.4% 31%  8.4%
Number 15.3% 16.0%  5.0%
Punct 0.0% 474% 18.7%
total 66.7% 747% 35.1%

Table 2: Percentage of lines rejected by each filter for
English-German data sets. Each line can be rejected
by several filters. The total of rejected lines is the last
row of the table.

% rejected

ParaCrawl Rapid
Filter strict  relax strict  relax
LMavgCE 62.5% 40.0% 50.7% 21.4%
LM CE diff 354% 25.7% 44.8% 31.1%
Srclang ID  372% 372% 11.9% 11.9%
Trglang ID 29.1% 29.1% 8.5% 8.5%
Wordalign 83% 83% 83% 8.3%
Number 16.8% 16.8% 6.7% 6.7%
Punct 54.6% 33% 237% 1.6%
total 87.9% 64.2% 62.2% 54.8%

Table 3: Percentage of lines rejected by each filter for
English-Finnish data sets. The strict version is the
same as for English—German, and the relax version ap-
plies relaxed thresholds.

plete sentences that end with proper final punctu-
ation marks, and the filter might remove quite a
bit of the useful data examples. However, our fi-

nal translation scores reflect that we do not seem
to lose substantial amounts of performance even
with the strict filters. Nevertheless, for English—
Finnish, we still opted for a more relaxed setup
to increase coverage, as the strict version removed
over 87% of the ParaCrawl data.

It is also interesting to note the differences of
individual filters on different data sets. The word
alignment filter seems to reject a large portion of
the CommonCrawl data set whereas it does not af-
fect other data sets that much. The importance
of language identification can be seen with the
ParaCrawl data whereas other corpora seem to be
much cleaner with respect to language.

2.3 Back-translation

We furthermore created synthetic training data by
back-translating news data. We translated the
monolingual English news data from the years
2007-2018, from which we used a filtered and
sampled subset of 7M sentences for our Finnish—
English systems, and the Finnish data from years
2014-2018 using our WMT 2018 submissions.
We also used the back-translations we generated
for the WMT 2017 news translation task, where
we used an SMT model to create 5.5M sentences
of back-translated data from the Finnish news2014
and news2016 corpora (Ostling et al., 2017).

For the English—-German back-translations, we
trained a standard transformer model on all the
available parallel data and translated the monolin-
gual German data into English. The BLEU score
for our back-translation model is 44.24 on news-
test 2018. We applied our filtering pipeline to the
back-translated pairs, resulting in 10.3M sentence
pairs. In addition to the new back-translations, we
also included back-translations from the WMT16
data by Sennrich et al. (2016a).

3 Sentence-level approaches

In this section we describe our sentence-
level translation models and the experiments in
the English-to-German, English-to-Finnish and
Finnish-to-English translation directions.

3.1 Model architectures

We experimented with both NMT and rule-based
systems. All of our neural sentence-level models
are based on the transformer architecture (Vaswani
et al.,, 2017). We used both the OpenNMT-
py (Klein et al., 2017) and MarianNMT (Junczys-
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Dowmunt et al., 2018) frameworks. Our experi-
ments focused on the following:

e Ensemble models: using ensembles with a
combination of independent runs and save-
points from a single training run.

o Left-to-right and right-to-left models: Trans-
former models with decoding of the output in
left-to-right and right-to-left order.

The English-to-Finnish rule-based system is an
enhanced version of the WMT 2018 rule-based
system (Raganato et al., 2018).

3.2 English-German

Our sentence-level models for the English-to-
German direction are based on ensembles of in-
dependent runs and different save-points as well
as save-points fine-tuned on in-domain data. For
our submission, we used an ensemble of 9 models
containing:

e 4 save-points with the lowest development
perplexity taken from a model trained for
300 000 training steps.

e 5 independent models fine-tuned with in-
domain data.

All our sentence-level models for the English—
German language pair are trained on filtered
versions of Europarl, NewsCommentary, Rapid,
CommonCrawl, ParaCrawl, Wikititles, and back-
translations. For in-domain fine-tuning, we use
newstest 2011-2016. Our submission is com-
posed of transformer-big models implemented in
OpenNMT-py with 6 layers of hidden size 4096,
16 attention heads, and a dropout of 0.1. The dif-
ferences in development performance between the
best single model, an ensemble of save-points of
a single training run and our final submission are
reported in Table 4. We gain 2 BLEU points with
the ensemble of save-points, and an additional 0.8
points by adding in-domain fine-tuned models into
the ensemble. This highlights the well-known ef-
fectiveness of ensembling and domain adaptation
for translation quality.

Furthermore, we trained additional models us-
ing MarianNMT with the same training data and
fine-tuning method. In this case, we also included
right-to-left decoders that are used as a comple-
ment in the standard left-to-right decoders in re-
scoring approaches. In total, we also end up with
9 models including:
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BLEU news2018
Single model 44.61
5 save-points 46.65
5 save-points + 4 fine-tuned 47.45

Table 4: English—-German development results compar-
ing the best single model, an ensemble of 5 save-points,
and an ensemble of 5 save-points and 4 independent
runs fine-tuned on in-domain data.

¢ 3 independent models trained for left-to-right
decoding,

e 3 independent models trained for right-to-left
decoding,

e 3 save-points based on continued training of
one of the left-to-right decoding models.

The save-points were added later as we found
out that models kept on improving when using
larger mini-batches and less frequent validation in
early stopping. Table 5 lists the results of various
models on the development test data from 2018.

BLEU news2018
Model Basic Fine-tuned
L2R run 1 43.63 45.31
L2R run 2 43.52 45.14
L2R run 3 43.33 44.93
L2R run3 cont’d 1 43.65 45.11
L2R run3 cont’d 2 43.76 45.43
L2R run3 cont’d 3 43.53 45.67
Ensemble all L2R 44.61 46.34
Rescore all L2R 46.49
R2L run 1 42.14 43.80
R2L run 2 41.96 43.67
R2L run 3 42.17 4391
Ensemble all R2L 43.03 44.70
Rescore all R2L 44.73
Rescore all L2ZR+R2L 46.98

Table 5: English—German results from individual Mar-
ianNMT transformer models and their combinations
(cased BLEU).

There are various trends that are interesting to
point out. First of all, fine-tuning gives a consis-
tent boost of 1.5 or more BLEU points. Our initial
runs were using a validation frequency of 5000
steps and a single GPU with dynamic mini-batches



that fit in 13G of memory. The stopping crite-
rion was set to 10 validation steps without improv-
ing cross-entropy on heldout data (newstest 2015
+ 2016). Later on, we switched to multi-GPU
training with two GPUs and early stopping of 20
validation steps. The dynamic batching method
of MarianNMT produces larger minibatches once
there is more memory available, and multi-GPU
settings simply multiply the working memory for
that purpose. We realized that this change enabled
the system to continue training substantially, and
Table 5 illustrates the gains of that process for the
third L2R model.

Another observation is that right-to-left decod-
ing models in general work less well compared
to the corresponding left-to-right models. This
is also apparent with the fine-tuned and ensemble
models that combine independent runs. The dif-
ference is significant with about 1.5 BLEU points
or more. Nevertheless, they still contribute to
the overall best score when re-scoring n-best lists
from all models in both decoding directions. In
this example, re-scoring is done by simply sum-
ming individual scores. Table 5 also shows that re-
scoring is better than ensembles for model combi-
nations with the same decoding direction because
they effectively increase the beam size as the hy-
potheses from different models are merged before
re-ranking the combined and re-scored n-best lists.

The positive effect of beam search is further il-
lustrated in Figure 1. All previous models were
run with a beam size of 12. As we can see, the
general trend is that larger beams lead to improved
performance, at least until the limit of 64 in our
experiments. Beam size 4 is an exception in the
left-to-right models.

3.3 English-Finnish and Finnish-English

The problem of open-vocabulary translation is
particularly acute for morphologically rich lan-
guages like Finnish. In recent NMT research,
the standard approach consists of applying a
word segmentation algorithm such as BPE (Sen-
nrich et al., 2016b) or SentencePiece (Kudo and
Richardson, 2018) during pre-processing. In re-
cent WMT editions, various alternative segmenta-
tion approaches were examined for Finnish: hy-
brid models that back off to character-level rep-
resentations (Ostling et al., 2017), and variants
of the Morfessor unsupervised morphology algo-
rithm (Gronroos et al., 2018). This year, we exper-
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Figure 1: The effect of beam size on translation perfor-
mance. All results use model ensembles and the scores
are case-sensitive.

imented with rule-based word segmentation based
on Omorfi (Pirinen, 2015). Omorfi is a morpho-
logical analyzer for Finnish with a large-coverage
lexicon. Its segmentation tool® splits a word form
into morphemes as defined by the morphological
rules. In particular, it distinguishes prefixes, in-
fixes and suffixes through different segmentation
markers:

Intia— <n ja Japani— <—n pdd— <—ministeri—
India GEN and Japan GEN prime minister

<t tapaa— <—vat Tokio— <—ssa
PL meet 3pL  Tokyo INE

While Omorfi provides word segmentation
based on morphological principles, it does not rely
on any frequency cues. Therefore, the standard
BPE algorithm is run over the Omorfi-segmented
text in order to split low-frequency morphemes.

In this experiment, we compare two models for
each translation direction:

o One model segmented with the standard BPE
algorithm (joint vocabulary size of 50000,
vocabulary frequency threshold of 50).

e One model where the Finnish side is pre-
segmented with Omorfi, and both the Omorfi-
segmented Finnish side and the English side
are segmented with BPE (same parameters as
above).

All models are trained on filtered versions of
Europarl, ParaCrawl, Rapid, Wikititles, news-
dev2015 and newstest2015 as well as back-
translations. Following our experiments at WMT

Shttps://flammie.github.io/

omorfi/pages/usage-examples.html#
morphological-segmentation



2018 (Raganato et al., 2018), we also use domain
labels ((EP) for Europarl, (Web) for ParaCrawl,
Rapid and Wikititles, and (NEWS) for newsdev,
newstest and the back-translations). We use new-
stest2016 for validation. All models are trained
with MarianNMT, using the standard Transformer
architecture.

Figures 2 and 3 show the evolution of BLEU
scores on news2016 during training. For English—
Finnish, the Omorfi-segmented system shows
slightly higher results during the first 40 000 train-
ing steps, but is then outperformed by the plain
BPE-segmented system. For Finnish—English, the
Omorfi-segmented system obtains higher BLEU
scores much longer, until both systems converge
after about 300 000 training steps.

25| N
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--- BPE
0 —— Omorfi+BPE
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Figure 2: Evolution of English-Finnish BLEU scores
(on y-axis) during training.
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Figure 3: Evolution of Finnish-English BLEU scores
(on y-axis) during training.

418

Table 6 compares BLEU scores for the 2017 to
2019 test sets. The Omorfi-based system shows
consistent improvements when used on the source
side, i.e. from Finnish to English. However, due
to timing constraints, we were not able to integrate
the Omorfi-based segmentation into our final sub-
mission systems. In any case, the difference ob-
served in the news2019 set after submission dead-
line is within the bounds of random variation.

Data set A BLEU A BLEU

EN-FI FI-EN
news2017 —0.47 +0.36
news2018 —0.61 +0.38
news2019 +0.19 +0.04

Table 6: BLEU score differences between Omorfi-
segmented and BPE-segmented models. Positive val-
ues indicate that the Omorfi+BPE model is better, neg-
ative values indicate that the BPE model is better.

We tested additional transformer models seg-
mented with the SentencePiece toolkit, using a
shared vocabulary of 40k tokens trained only on
the parallel corpora. We do this with the pur-
pose of comparing the use of a software tailored
specifically for Finnish language (Omorfi) with a
more general segmentation one. These models
were trained with the same specifications as the
previous ones, including the transformer hyperpa-
rameters, the train and development data and the
domain-labeling. Since we used OpenNMT-py to
train these models, it is difficult to know whether
the differences come from the segmentation or the
toolkit. We, however, find it informative to present
these results. Table 7 presents the obtained BLEU
scores with both systems.

We notice that both systems yield similar scores
for both translation directions. SentencePiece
models are consistently ahead of Omorfi+BPE, but
this difference is so small that it cannot be consid-
ered convincing nor significant.

Our final models for English-to-Finnish are
standard transformer models with BPE-based seg-
mentation, trained using MarianNMT with the
same settings and hyper-parameters as the other
experiments. We used the filtered training data us-
ing the relaxed settings of the language model fil-
ter to obtain better coverage for this language pair.
The provided training data is much smaller and
we also have less back-translated data at our dis-
posal, which motivated us to lower the threshold



Model news news

2017 2019
SentencePiece EN-FI 25.60 20.60
Omorfi+BPE  EN-FI  25.50 20.13
SentencePiece EN-FI 31.50 25.00
Omorfi+BPE  FI-EN 31.21 24.06

Table 7: BLEU scores comparison between Sentence-
Piece and Omorfi+BPE-segmented models.

of taking examples from web-crawled data. Do-
main fine-tuning is done as well using news test
sets from 2015, 2016 and 2018. The results on
development test data from 2017 are listed in Ta-
ble 8.

BLEU news2017

Model L2R R2L
Run 1 27.68 28.01
Run 2 28.64 28.77
Run 3 28.64 28.41
Ensemble 29.54 29.76
Rescored 29.60 29.72
—L2R+R2L 30.66

Top matrix 21.7

Table 8: Results from individual MarianNMT trans-
former models and their combinations for English to
Finnish (cased BLEU). The top matrix result refers to
the best system reported in the on-line evaluation ma-
trix (accessed on May 16, 2019).

A striking difference to English—-German is that
right-to-left decoding models are on par with the
other direction. The scores are substantially higher
than the currently best (post-WMT 2017) sys-
tem reported in the on-line evaluation matrix for
this test set, even though this also refers to a
transformer with a similar architecture and back-
translated monolingual data. This system does not
contain data derived from ParaCrawl, which was
not available at the time, and the improvements we
achieve demonstrate the effectiveness of our data
filtering techniques from the noisy on-line data.

For Finnish-to-English, we trained MarianNMT
models using the same transformer architecture
as for the other language pairs. Table 9 shows
the scores of individual models and their com-
binations on the development test set of news
from WMT 2017. All models are trained on the
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same filtered training data using the strict set-
tings of the language model filter including the
back-translations produced for English monolin-
gual news.

BLEU news2017

Model L2R R2L
Run 1 32.26 31.70
Run 2 31.91 31.83
Run 3 32.68 31.81
Ensemble 33.23 33.03
Rescored 33.34 32.98
— L2R+R2L 33.95

Top (with ParaCrawl) 34.6

Top (without ParaCrawl) 25.9

Table 9: Results from individual MarianNMT trans-
former models and their combinations for Finnish to
English (cased BLEU). Results denoted as top refer to
the top systems reported at the on-line evaluation ma-
trix (accessed on May 16, 2019), one trained with the
2019 data sets and one with 2017 data.

In contrast to English-to-German, models in the
two decoding directions are quite similar again
and the difference between left-to-right and right-
to-left models is rather small. The importance of
the new data sets from 2019 are visible again and
our system performs similarly, but still slightly be-
low the best system that has been submitted this
year to the on-line evaluation matrix on the 2017
test set.

3.4 The English-Finnish rule-based system

Since the WMT 2018 challenge, there has been
development in four areas of translation process in
the rule-based system for English—Finnish:

1. The standard method in handling English
noun compounds was to treat them as mul-
tiword expressions (MWE). This method al-
lows many kinds of translations, even mul-
tiple translation, which can be handled in
semantic disambiguation. = However, be-
cause noun compounding is a common phe-
nomenon, also a default handling method was
developed for such cases, where two or more
consecutive nouns are individually translated
and glued together as a single word. The sys-
tem works so that if the noun combination is
not handled as MWE, the second strategy is
applied (Hurskainen, 2018a).



2. The translation of various types of questions
has been improved. Especially the transla-
tion of indirect questions was defective, be-
cause the use ofif in the role of initiating
the indirect question was not implemented.
The conjunctionif is ambiguous, because it
is used also for initiating the conditional
clause (Hurskainen, 2018b).

. Substantial rule optimizing was carried out.
When rules are added in development pro-
cess, the result is often not optimal. There
are obsolete rules and the rules may need
new ordering. As a result, a substantial
number of rules (30%) were removed and
others were reordered. This has effect on
translation speed but not on translation re-
sult (Hurskainen, 2018c).

Temporal subordinate clauses, which start
with the conjunction when or while, can
be translated with corresponding subordinate
clauses in Finnish. However, such clauses are
often translated with participial phrase con-
structions. Translation with such construc-
tions was tested. The results show that al-
though they can be implemented, they are
prone to mistakes (Hurskainen, 2018d).

These improvements to the translation system
contribute to fluency and accuracy of translations.

4 Document-level approaches

To evaluate the effectiveness of various document-
level translation approaches for the English—
German language pair, we experimented with a
number of different approaches which are de-
scribed below. In order to test the ability of the
system to pick up document-level information, we
also created a shuffled version of the news data
from 2018. We then test our systems on both the
original test set with coherent test data divided
into short news documents and the shuffled test set
with broken coherence.

4.1 Concatenation models

Some of the previously published approaches use
concatenation of multiple source-side sentences in
order to extend the context of the currently trans-
lated sentence (Tiedemann and Scherrer, 2017). In
addition to the source-side concatenation model,
we also tested an approach where we concatenate
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the previously translated sentence with the current
source sentence. The concatenation approaches
we tested are listed below.

o MT-concat-source: (2+1) Concatenating pre-
vious source sentence with the current source
sentence (Tiedemann and Scherrer, 2017).
(3+1a) Concatenating the previous two sen-
tences with the current source sentence.
(3+1b) Concatenating the previous, the cur-
rent and the next sentence in the source lan-
guages.

MT-concat-target: (1t+1s+1) Concatenating
the previously translated (target) sentence
with the current source sentence.

MT-concat-source-target: (2+2) Concatenat-
ing the previous with the current source sen-
tence and translate into the previous and
the current target sentence (Tiedemann and
Scherrer, 2017). Only the second sentence in
the translation will be kept for evaluation of
the translation quality.

Extended context models only make sense with
coherent training data. Therefore, we ran exper-
iments only with the training data that contain
translated documents, i.e. Europarl, NewsCom-
mentary, Rapid and the back-translations of the
German news from 2018. Hence, the baseline is
lower than a sentence-level model on the com-
plete data sets provided by WMT. Table 10 sum-
marizes the results on the development test data
(news 2018).

BLEU news2018
System  Shuffled Coherent
Baseline  38.96 38.96
2+1 36.62 37.17
3+1a 33.90 34.30
3+1b 34.14 34.39
It+1s+1 36.82 37.24
2+2 38.53 39.08

Table 10: Comparison of concatenation approaches for
English—-German document-level translation.

The results overall are rather disappointing. All
but one of the concatenation models underperform
and cannot beat the sentence-level baseline. Note
that the concat-target model (1t+1s+1) even refers
to an oracle experiment in which the reference



translation of the previous sentence is fed into the
translation model for translating the current source
sentence. As this is not very successful, we did
not even try to run a proper evaluation with sys-
tem output provided as target context during test-
ing. Besides the shortcomings, we can neverthe-
less see a consistent pattern that the extended con-
text models indeed pick up information from dis-
course. For all models we observe a gain of about
half a BLEU point when comparing the shuffled
to the non-shuffled versions of the test set. This is
interesting and encourages us to study these mod-
els further in future work, possibly with different
data sets, training procedures and slightly different
architectures.

4.2

A number of approaches have been developed
to utilize the attention mechanism to capture ex-
tended context for document-level translation. We
experimented with the two following models:

Hierarchical attention models

e NMT-HAN: Sentence-level transformer
model with a hierarchical attention network
to capture the document-level context (Mi-
culicich et al., 2018).

e selectAttn: Selective attention model for
context-aware neural machine transla-
tion (Maruf et al., 2019).

For testing the selectAttn model, we used the
same data with document-level information as we
applied in the concatenation models. For NMT-
HAN we had to use a smaller training set due to
lack of resources and due to the implementation
not supporting data shards. For NMT-HAN we
used only Europarl, NewsCommentary and Rapid
for training. Table 11 summarizes the results on
the development test data. Both of the tested mod-
els need to be trained on sentence-level first, be-
fore tuning the document-level components.

Model Sentence-level Document-level
NMT-HAN 35.03 31.73
selectAttn 35.26 34.75

Table 11: Results (case-sensitive BLEU) of the hierar-
chical attention models on the coherent newstest 2018
dataset.

The architecture of the selective attention model
is based on the general transformer model but with
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quite a different setup in terms of hyperparame-
ters and dimensions of layer components etc. We
applied the basic settings following the documen-
tation of the software. In particular, the model
includes 4 layers and 8 attention heads, and the
dimensionality of the hidden layers is 512. We
applied a sublayer and attention dropout of 0.1
and trained the sentence-level model for about 3.5
epochs. We selected monolingual source-side con-
text for our experiments and hierarchical docu-
ment attention with sparse softmax. Otherwise,
we also apply the default parameters suggested
in the documentation with respect to optimizers,
learning rates and dropout. Unfortunately, the re-
sults do not look very promising as we can see
in Table 11. The document-level model does not
even reach the performance of the sentence-level
model even though we trained until convergence
on development data with patience of 10 reporting
steps, which is quite disappointing. Overall, the
scores are below the standard transformer models
of the other experiments, and hence, we did not try
to further optimize the results using that model.

For the NMT-HAN model we used the imple-
mentation of Miculicich et al. (2018) with the
recommended hyperparameter values and settings.
The system is based on the OpenNMT-py imple-
mentation of the transformer. The model includes
6 hidden layers on both the encoder and decoder
side with a dimensionality of 512 and the multi-
head attention has 8 attention heads. We applied
a sublayer and attention dropout of 0.1. The tar-
get and source vocabulary size is 30K. We trained
the sentence-level model for 20 epochs after which
we further fine-tuned the encoder side hierarchi-
cal attention for 1 epoch and the joint encoder-
decoder hierarchical attention for 1 epoch. The re-
sults for the NMT-HAN model are disappointing.
The document-level model performs significantly
worse than the sentence-level model.

5 Results from WMT 2019

Table 12 summarizes our results from the WMT
2019 news task. We list the official score from
the submitted systems and post-WMT scores that
come from models described above. For Finnish—
English and English—Finnish, the submitted sys-
tems correspond to premature single models that
did not converge yet. Our submitted English—
German model is the ensemble of 9 models de-
scribed in Section 3.2.



Language pair Model BLEU
English-German submitted 414
L2R+R2L  42.95
Finnish-English ~ submitted 26.7
L2R+R2L  27.80
English—Finnish ~ submitted 20.8
rule-based 8.9
L2R+R2L 234

Table 12: Final results (case-sensitive BLEU scores)
on the 2019 news test set; partially obtained after the
deadline.

The ensemble results clearly outperform those
results but were not ready in time. We are still be-
low the best performing system from the official
participants of this year’s campaign but the final
models perform in the top-range of all the three
tasks. For English-Finnish, our final score would
end up on a third place (12 submissions from 8
participants), for Finnish—English it would be the
fourth-best participant (out of 9), and English—
German fifth-best participant (out of 19 with 28
submissions).

6 Conclusions

In this paper, we presented our submission for
the WMT 2019 news translation task in three lan-
guage pairs: English—-German, English—Finnish
and Finnish—English.

For all the language pairs we spent considerable
time on cleaning and filtering the training data,
which resulted in a significant reduction of train-
ing examples without a negative impact on trans-
lation quality.

For English-German we focused both on
sentence-level neural machine translation models
as well as document-level models. For English—
Finnish, our submissions consists of an NMT
system as well as a rule-based system whereas
the Finnish—English system is an NMT system.
For the English-Finnish and Finnish-English lan-
guage pairs, we compared the impact of different
segmentation approaches. Our results show that
the different segmentation approaches do not sig-
nificantly impact BLEU scores. However, our ex-
periments highlight the well-known fact that en-
sembling and domain adaptation have a significant
positive impact on translation quality.

One surprising finding was that none of the
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document-level approaches really worked, with
some even having a negative effect on translation
quality.
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Abstract

This paper describes the University of Helsinki
Language Technology group’s participation in
the WMT 2019 parallel corpus filtering task.
Our scores were produced using a two-step
strategy. First, we individually applied a series
of filters to remove the ‘bad’ quality sentences.
Then, we produced scores for each sentence
by weighting these features with a classifica-
tion model. This methodology allowed us to
build a simple and reliable system that is eas-
ily adaptable to other language pairs.

1 Introduction

Data-driven methodologies define the state of the
art in a wide variety of language processing tasks.
The availability of well-formed, clean data varies
from language to language, and finding such
data in sufficient amounts can prove challenging
for some of the lower-resourced languages. In
particular, the increasingly common neural ma-
chine translation systems are highly sensitive to
the quality as well as the quantity of training
data (Khayrallah and Koehn, 2018), which creates
an impediment to achieving good-quality transla-
tions in a low-resource scenario.

The web is a massive resource for text data in
a wide array of languages. However, it is costly
to manually extract high-quality parallel samples
from the web, and automatically-crawled datasets
such as the ParaCrawl Corpus' are typically quite
noisy. Designing automatic methods to select
high-quality aligned samples from noisy parallel
corpora can therefore make crawling the web a
more viable option for compiling useful training
data.

To emphasize this untapped potential, Koehn
et al. (2018) proposed the Shared Task on Paral-
lel Corpus Filtering as part of WMT in 2018. We

'ParaCrawl can be
//paracrawl.eu/

downloaded from https:

participated in this year’s task with three sets of
quality scores. Each score is a different aggrega-
tion of a shared set of features, with each feature
representing a local quality estimate focusing on
a different aspect. Section 2 contains a brief dis-
cussion of this year’s shared task. We present our
scoring system in Section 3, discussing the filters
we used for feature extraction in Section 3.2, and
the aggregate scorers in Section 3.3. Finally, we
report our contrastive results in Section 4.

2 Task Description

This year, the corpus filtering task organizers de-
cided to pose the problem under more challeng-
ing conditions by focusing on low-resource sce-
narios, as opposed to previous year German—
English (Koehn et al., 2018). In particular, two
parallel corpora are to be scored for filtering:
Nepali-English and Sinhala—English. The task
for each participating team is to provide a quality
score for each sentence pair in either or both of the
corpora. The scores do not have to be meaning-
ful, except that higher scores indicate better qual-
ity. The computed scores are then evaluated un-
der four scenarios: training SMT and NMT sys-
tems, on samples of 5 million and 1 million words
each, where the samples are obtained from the cor-
responding corpus using the quality scores.
Participants are provided with raw corpora to
score, which were crawled using the ParaCrawl
pipeline, and consist of 40.6 million (English)
words for Nepali—English, and 59.6 million for
Sinhala—English. Additionally, some parallel and
monolingual corpora were provided for each lan-
guage pair. We used the parallel datasets to train
some of our scoring systems>. Some descriptive

2En-Si: OpenSubtitles and GNOME/KDE/Ubuntu; En—
Ne: Bible (two translations), Global Voices, Penn Treebank,
GNOME/KDE/Ubuntu, and Nepali Dictionary.



corpus lang. pair sent. pairs EN words
ParaCrawl EN—NE 2.2M 40.6M
additional EN—NE 543K 2.9M
ParaCrawl EN—SI 3.4M 45.5M
additional EN—SI 647K 3.7M

Table 1: Statistics on the ParaCrawl data and the used
parallel data. Only English word counts reported.

statistics of the data we have used can be found in
Table 1.

3 Scoring system

We first independently applied a series of filters
to the data and computed relevant numerical fea-
tures with them. We have previously corroborated
the filters’ effectiveness, since we have used them
to clean the noisy datasets provided for this year’s
news translation task at WMT with satisfactory re-
sults. Then, we selected a cut-off value for each fil-
ter and trained a classifier over the features to com-
pute a global score for each sentence pair, which
we used to rank them.

3.1 Cleaning up the clean training data

Some of our filters require clean data for training.
We observed that the provided parallel data still
contained quite a lot of noise, and therefore, we
applied some additional heuristic filters to clean
it further. In particular, we used the following
heuristics to remove pairs with characteristics that
indicate likely problems in the data:

e Removing all sentence pairs with a length ra-
tio above 3 between the source and the target.

e Removing pairs with very long sentences
containing more than 100 words.

e Removing sentences with extremely long
words, i.e. excluding all sentence pairs with
words of 40 or more characters.

e Removing sentence pairs that include HTML
or XML tags.

e Removing sentence pairs that include charac-
ters outside of the decoding table of Devana-
gari (for Nepalese) and Sinhala characters be-
sides punctuation and whitespace.

e Removing sentence pairs that include De-
vanagari or Sinhala characters in English.

The procedure above discarded around 23% of
the data for Nepali-English, and we kept around
440k parallel sentences from the original data. For
Sinhala-English, we removed about 19% of the
data and kept 522k sentence pairs for training.

3.2 Filters

Word alignment. Our first filter applies statisti-
cal word alignment models to rank sentence pairs.
Word alignment models implement a straightfor-
ward way of estimating the likelihood of paral-
lel sentences. In particular, IBM-style alignment
models estimate the probability p(f|a, e) of a for-
eign sentence f given an “emitted” sentence e and
an alignment a between them.

We used eflomal® (Ostling and Tiedemann,
2016) for word-level alignment, as it provides sig-
nificant benefits. First, it is an efficient algo-
rithm based on Gibbs sampling, as opposed to the
slower expectation maximization methods com-
monly used for training. This method is thus able
to train and align large quantities of data in a small
amount of time. Second, this software allows us to
load model priors, a feature we use to initialize the
aligner with previously stored model parameters.
This is handy for our filtering needs, as we can
now train a model on clean parallel data and apply
that model to estimate alignment probabilities of
noisy data sets.

For obtaining model priors, we use the cleaned
training data described above, tokenized with the
generic tokenizer from the Moses toolkit (Koehn
et al., 2007). We cut all words at 10 characters
to improve statistics and training efficiency. With
this, we train for both language pairs a Bayesian
HMM alignment model with fertilities in both di-
rections, and estimate the model priors from the
symmetrized alignment. We then use those pri-
ors to run the alignment of the noisy datasets us-
ing only a single iteration of the final model to
avoid a strong influence of the noisy data on align-
ment parameters. As it is intractable to estimate a
fully normalized conditional probability of a sen-
tence pair under the given higher-level word align-
ment model, eflomal estimates a score based on the
maximum unnormalized log-probability of links
in the last sampling iteration. In practice, this
seems to work well, and we take that value to rank
sentence pairs by their alignment quality.

3Software  available
robertostling/eflomal

from https://github.com/



Language model filter. The second filter ap-
plies language models for source and target lan-
guages. In our approach, we opt for a combination
of source and target language models, and focus
on the comparison between scores coming from
both models. The idea with this filter is to pre-
fer sentence pairs for which the cross-entropy with
the clean monolingual language models is low for
both languages, and that the absolute difference
between the cross-entropy of aligned sentences
is low as well. The intuition is that both mod-
els should be roughly similarly surprised when
observing sentences that are translations of each
other. In order to make the values comparable, we
trained our language models on parallel data sets.

As both training data sets are rather small,
and as we aim for an efficient and cheap filter,
we chose a traditional n-gram language model.
To further avoid data sparseness and to improve
comparability between source and target lan-
guages, we also base our language models on
BPE-segmented texts (Sennrich et al., 2016) us-
ing a BPE model trained on the cleaned paral-
lel data set with 37k merge operations per lan-
guage. VariKN * (Siivola et al., 2007b,a) is the per-
fect toolkit for the purpose of estimating n-gram
language models with subword units. It imple-
ments Kneser-Ney growing and revised Kneser-
Ney pruning methods with the support of n-grams
of varying size and the estimation of word like-
lihoods from text segmented into subword units.
In our case, we set the maximum n-gram size
to 20, and a pruning threshold of 0.002. Fi-
nally, we compute cross-entropies for each sen-
tence in the noisy parallel training data, and
store five values as potential features for filter-
ing: the source and target language cross-entropy,
H(S,qs) and H(T,q,), as well ad the average,
max and absolute difference between them, i.e.,
avg(H(S, q5), H(T, q1)), abs(H(S, q5) = (T, q;)) and
max(H(S, qy), H(T, q1)).

Language identifiers. A third filter applies off-
the-shelf language identifiers. In particular, we use
the Python interface of the Compact Language De-
tector’ version 2 (CLD2) from the Google Chrome
project, and the widely used langid.py pack-
age (Lui and Baldwin, 2012), to classify each sen-

4VariKN is available
github.io/varikN/

SThe Python implementation of CLD2 is available at
https://github.com/aboSamoor/pycld2

from https://vsiivola.

tence in the datasets.

We generate 4 features from these classifiers.
For each language, we use the reliability score by
CLD?2 only if the predicted language was correct,
and zero otherwise; and we use the detection prob-
ability of langid.py only if the language was
classified correctly, and zero otherwise.

Character scores. Another simple filter com-
putes the proportion of Devanagari, Sinhala and
Latin—1 characters in Nepali, Sinhala and English
sentences, respectively. For this computation, we
ignore all whitespace and punctuation characters
using common Unicode character classes.

Terminal punctuation. This heuristic filter gen-
erates a penalty score with respect to the co-
occurrence of terminal punctuation marks (‘’,
.00, ‘7, ‘) in a pair of sentences. In order
to have a finer granularity than {0, 1}, we penal-
ize both asymmetry (to catch many-to-one align-
ments) and large numbers of terminal punctua-
tion (to cover very long sentences, URLs and
code). For a given source and target sentence
pair, we initialize a score as the absolute differ-
ence between source and target terminal punctua-
tion counts. Then, we increment this score by the
number of terminal punctuation beyond the first
occurrence in both source and target sentences.

The intended effect is for the ideal sentence pair
to contain either no terminal punctuation or a sin-
gle terminal punctuation on either side (score =
0). In practice, many sentences are very far from
the ideal (score > 100), and it is counter-intuitive
to use a larger positive value to represent a higher
penalty. To address both problems, we finally
make the following update:

score = —log(score + 1)

Non-zero numerals. This filter assumes that nu-
merals used to represent quantities and dates will
be typically translated in the same format, and pe-
nalizes sentence pairs where numerals do not have
a one-to-one correspondence or do not occur in the
same sequence.

Sinhala uses the same Western Arabic numerals
used in the Latin alphabet. Nepali uses Devana-
gari numerals, following the same decimal sys-
tem as Western Arabic numerals. This filter takes
that into account, and first converts those to dig-
its between [0,9]. After numeric normalization,
the filter extracts sequences of numerals from each



pair of sentences, preserving their relative order.
Considering that a leading zero can be omitted
in some numeric sequences such as in dates and
numbered lists, the digit ‘0’ is ignored. Finally, the
score is calculated as a similarity measure between
the extracted sequences in the range [0, 1] us-
ing SequenceMatcher.ratio() from Python’s
difflib.

Clean-corpus filter Finally, we use the well-
proven clean-corpus-n script from Moses to pro-
duce a binary feature augmented by a feature that
marks sentences including HTML or XML tags.

All in all, we obtain 15 potential features from
these filters. However, some of them are to be con-
sidered redundant and the information they pro-
vide is already encoded in some other variable.
For instance, using the reliability score produced
by CLD2 together with the prediction probability
from langid.py would not provide crucial addi-
tional information to a model. Table 2 summarizes
the filters we used to train our scoring models.

Ne  Feature Definition

1 word-align ~ p(fla,e)

2 H(S, g5
lang-model (5.45)

3 H(T, q1)

4 lang-id src rel.iab'il'ity score

5 tgt reliability score

6 English chars %
char-score

7 Ne/Si chars %

penalty for asymmetric
8  term-punct )
& excessive term. punct.

similarity between
9  non-zero .
non-zero digit seq.

1, if kept

10 clean-corpus )
0, otherwise

Table 2: List of features extracted from the filters.

3.3 Scorers

We trained a logistic regression classifier and a
random forest classifier to score each sentence pair
using the features presented in Section 3.2. We
trained three independent binary classifiers under
the following settings:

EN-NE
featurel: word-align-stem10

0.12 1
0.10 1
0.08 1
0.06 1
0.04 1

0.02 A

0.00 T T T T T T
-10 0 10 20 30 40
0

Figure 1: Distribution and cutoff value of feature 1
(word alignment) in the English—Nepali ParaCrawl cor-
pus.

1. Applying all filters to the additional parallel
corpora, and using filtered data as positive
examples, and filtered-out data as negative
examples.

2. Applying all filters to the corresponding
ParaCrawl corpus, and using filtered data
as positive examples, and a sample of 600k
filtered-out examples as negative examples.

3. Applying all filters to both the ParaCrawl
and the additional parallel corpora, and us-
ing these as positive examples, and a sample
of 1M filtered-out examples as negative ex-

amples.
lang. RF LR
pair  AIC BIC AIC BIC
PC en-ne 17.8 -1.0e+7 -1.3 -2.5e+6
PC+BIC en-ne 168 -1.1e+7 -0.9 -29e+6
PC en-si 154 -94e+6 -1.5 -2.3e+6
PC+BIC en-si 156 -l1.1le+7 -1.4 -29e+6

Table 3: AIC and BIC obtained with random forest
(RF) and logistic regression (LR) models. Compari-
son between the first chosen thresholds for ParaCrawl
(PC) data and the model that optimizes the information
criteria (PC+BIC).

For each filter under the first two scenarios,
we adjusted thresholds based on score distribu-
tions, attempting to keep a balance between hav-
ing restrictive thresholds that limited the amount
of positive examples, and having lax thresholds
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Table 4: Selected threshold value for each feature.

that classified many low-quality examples as pos-
itive. In some cases the score distributions were
clearly bi-modal, making it easy to determine cut-
off values (e.g. see Figure 1); while in other
cases, we had to opt for a more empirical ap-
proach. For this reason, we have a second model
that optimizes the Akaike Information Criterion
(AIC) (Akaike, 1974) and the Bayes Information
Criterion (BIC) (Schwarz et al., 1978) under sce-
nario 2. This model was chosen from among 7
models trained with different reasonable combina-
tions of the features. In Table 3, we compare the
information criteria for both models. Finally, un-
der the third scenario we chose to combine the data
using the defined cutoff values from the previous
two to include a significant amount of examples
from both data sets.

Table 4 summarizes the threshold values used
for each feature. After applying the filters, we
kept 240k sentences (= 11% of the total) from
the ParaCrawl EN—NE, 230k sentences (x 7%) from
ParaCrawl en—s1; 239k (~ 44%) from the addi-
tional clean EN—NE data, and 231k (= 36%) from
the additional clean En—s1 data. This means that,
when combining them for scenario 3, we get 419k
sentences (= 15%) for EN—Ng, and 537k for EN—
st (= 14%). In order to avoid overfitting to the
negative examples in scenarios 2 and 3, which
vastly outnumber the positive ones, we performed
stratified sampling of the negative examples where
we selected 600K and 1M negative examples, re-
spectively. We then randomly split the data into
train (70%) and test (30%) sets.

4 Results

We report the accuracy on the test set achieved by
the aforementioned models in Table 5. We do not

report the accuracy of the random forest classifiers
since they are all ® 99.99%. This is likely be-
cause the algorithm “cuts” through the variables
in a similar way to how we chose the threshold
values. For the same reason, they are unsuitable
for the scoring task at hand. The output produced
is a sharp classification that does not help rank the
sentences. In contrast, the logarithmic regression
model softens the output probabilities, emulating
the creation of a composite index when used in
combination without the threshold selection pro-
cedure.

lang. pair accuracy
additional en-ne 78.21%
ParaCrawl en-ne 96.09%
ParaCrawl+BIC en-ne 96.46%
All data en-ne 86.55%
additional en-si 78.82%
ParaCrawl en-si 95.26%
ParaCrawl+BIC en-si 95.26%
All data en-si 91.14%

Table 5: Accuracy values on the test data for the trained
logistic regression models. Additional refers to the ad-
ditional parallel clean data provided, ParaCrawl+BIC
to the model that optimized the BIC, and All data to
scenario 3.

In a final step, we also combined the score given
by the regression model with two heuristic fea-
tures that we deemed to be important for the rank-
ing. One of them is the character score that we in-
troduced earlier, which computes the proportion of
language-specific characters in the string ignoring
punctuation and whitespace. With this factor, we
heavily penalize sentence pairs that contain large



portions of foreign text. The second factor is based
on the heuristics that translated sentences should
exhibit similar lengths in terms of characters. This
feature is proven to be efficient for common sen-
tence alignment algorithms, and hence, we add the
character length ratio as another factor in the final
score. For simplicity, we just multiply the three
values without any extra weights to obtain the fi-
nal ranking score. The system that applies those
additional factors is marked with char-length in
Table 6 with the SMT results on the development
test set.

model NE—EN  SI-EN
baseline 422 477
logreg 491 5.06
+char-length 4.82  5.32
bestBIC 463 491

Table 6: BLEU scores using SMT on 5 million sampled
training examples. The baseline refers to the Zipporah
model reported by the organizers of the shared task.

We only ran experiments with the provided
SMT model. We do not present results from the
NMT model, since we encountered complications
while running the pre-processing script in the pro-
vided development pack for the task. We believe
it might be due to character encoding and noise in
the data. However, we did not further investigate
the source of said problem. The SMT scores are
listed in Table 6. We can see that we indeed out-
perform the baseline model, but the scores are still
so low that we deem the resulting models to be es-
sentially useless. The performance for our three
attempts are rather similar, with the plain logistic
regression model having a slight advantage, and
a small improvement provided by the char-length
filter for the case of Sinhala—English. For that rea-
son, we selected that model as our final submis-
sion, with the plain logreg model as a contrastive
run to be evaluated.

By inspecting the provided data we draw the
conclusion that the low quality of the final MT
models is mainly due to the overall poor quality
of the data, rather than solely an issue of the scor-
ing algorithms. The final results of the shared task
suggest that it has not been possible to squeeze
much more out of the data. As seen in Table 7,
submissions for this year demonstrate a narrow
range of scores, and our primary submissions rank
above average despite their poor performance.

model 1M 5M 10M
. best 4.21 4.62 4.74
% UHel (1) 3.19 3.87 431

& average 3.03+122 3.60+1.12 3.96+0.89
UHel 2) 129 2.05 3.83
best 4.27 4.76 4.94
% UHel (1) 3.26 3.84 4.12

& average 3.00+1.13 343+1.09 3.92+0.87
UHel 2) 228 3.24 3.96

Table 7: An overview of the relative performance (in
BLEU scores) of our (1) primary and (2) contrastive
SMT models trained on 1, 5, and 10 million samples.
The best and average rows represent the highest score
and the mean + standard deviation among this year’s
submissions, respectively.

5 Conclusions

In this paper, we presented our rescoring system
for the WMT 2019 Shared Task on Parallel Cor-
pus Filtering. Our system is based on contrastive
scoring models using features extracted from dif-
ferent kinds of data-driven and heuristic filters.
We used these models to assign quality scores to
each sentence pair. This methodology allowed
us to build a simple and reliable system that is
easily adapted to other language pairs. The ma-
chine translation quality indeed improves, how-
ever, BLEU scores remain particularly low. This
raises questions about the general quality of the
data. More detailed analyses of the data sets seem
to be necessary to draw further conclusions.
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Abstract

In this paper, we investigate how different as-
pects of discourse context affect the perfor-
mance of recent neural MT systems. We
describe two popular datasets covering news
and movie subtitles and we provide a thor-
ough analysis of the distribution of various
document-level features in their domains. Fur-
thermore, we train a set of context-aware MT
models on both datasets and propose a com-
parative evaluation scheme that contrasts co-
herent context with artificially scrambled doc-
uments and absent context, arguing that the
impact of discourse-aware MT models will be-
come visible in this way. Our results show
that the models are indeed affected by the ma-
nipulation of the test data, providing a differ-
ent view on document-level translation quality
than absolute sentence-level scores.

1 Introduction

Shortly after the change of paradigm in Machine
Translation (MT) from statistical to neural ar-
chitectures, the interest in discourse phenomena
flourished again. This is not by chance, as neu-
ral models can embed larger text spans into con-
textual representations and can be set up to learn
relevant features from the raw data to produce bet-
ter translations.

It is still unclear though how the impact of dis-
course on MT quality should be evaluated and an-
alyzed. On one side, it is difficult to pinpoint par-
ticular contextual features that neural MT (NMT)
models are picking up. On the other, it is difficult
to judge good translations purely in terms of dis-
course features. In this paper, we investigate the
discourse-related biases in data. Our contributions
are twofold:

e we provide a thorough analysis of two pop-
ular machine translation datasets in terms of
document-level features,
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e we train different context-aware MT mod-
els (Tiedemann and Scherrer, 2017; Agrawal
et al., 2018; Maruf et al., 2019; Junczys-
Dowmunt, 2019) on the two datasets and
evaluate them using a comparative setup with
artificially scrambled data.

As discourse properties of the data, we con-
sider pronouns and coreference chains, connec-
tives, and negation. For the evaluation of trans-
lation quality and the influence of document-level
context, we contrast context-aware models at test
time with (1) clean coherent text, (2) incoherent
input and (3) zero-context input.! For the second
type, we scramble sentences and insert document
boundaries at arbitrary positions in the test data.
For the third approach, we add document bound-
aries after each test instance. This setup provides
a cheap way of testing the influence of contextual
information on translation performance that can be
measured in common ways, for example, facilitat-
ing automatic evaluation metrics such as BLEU or
METEOR.

2 Related work

2.1 Discourse

Research about discourse and MT has shifted
from explicitly enhancing systems with discourse
knowledge to evaluating how much the systems
have learned specific discourse features through
different resources, test suites being a popular
one (cf. Sim Smith, 2017; Popescu-Belis, 2019).
Throughout, however, particular discourse phe-
nomena are consistently targeted, as they are in-
deed indicators of globally good, cohesive and
coherent texts. Pronouns (Hardmeier and Fed-
erico, 2010; Guillou, 2012; Hardmeier et al., 2013;

'Context here refers to text outside of the sentence to be
translated.

Proceedings of the Fourth Workshop on Discourse in Machine Translation (DiscoMT 2019), pages 51-61
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Guillou and Hardmeier, 2016; Miiller et al., 2018;
Guillou et al., 2018) have been largely at the cen-
ter of attention, and more recently the transla-
tion of pronouns in the context of their coref-
erential chains has been looked at (Lapshinova-
Koltunski and Hardmeier, 2017; Voita et al., 2018;
Lapshinova-Koltunski et al., 2019). Other de-
vices studied are verbal tenses (Gong et al., 2012;
Lodiciga et al., 2014; Ramm and Fraser, 2016)
and connectives (Meyer et al., 2012; Meyer and
Popescu-Belis, 2012), although not using neural
models. Motivated by approximating the ability of
systems to grasp more abstract properties related
to coherence, ambiguous words have also been tar-
geted (Rios Gonzales et al., 2017; Bawden et al.,
2018; Rios et al., 2018), as well as ellipsis (Voita
et al., 2019). Last, negation (Fancellu and Web-
ber, 2015) is a rather understudied phenomenon,
but like pronouns and their antecedents, the scope
of the negation can be in a different sentence.

In this paper we investigate these features in the
training data and assess translation using standard
automatic metrics and a data scrambling strategy.

2.2 Context-aware NMT

Tiedemann and Scherrer (2017) present a simple
approach to context-aware NMT: instead of train-
ing the model on pairs of single source and tar-
get sentences, they add sentences from the left
context to the sentence to be translated, either
only on the source side or both on source and
target sides. These models are evaluated on a
German—English corpus extracted from OpenSub-
titles, and the best results are obtained with two
source sentences and one target sentence. Agrawal
etal. (2018) extend these experiments by consider-
ing additional contexts. They evaluate their work
on the IWSLT 2017 dataset for English-Italian,
which consists of transcripts of TED talks.

In 2019, the WMT conference featured for the
first time a document-level translation task for
English-German (Barrault et al., 2019). One of
the best-performing systems (Junczys-Dowmunt,
2019) is based on a similar idea: all sentences of
a document are concatenated and translated as a
whole. Documents whose length exceeds the max-
imum sequence length defined by the model are
simply split.

The approaches outlined above, which we re-
fer to as “concatenation models”, do not require
any change to the NMT model architecture. Other
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recent work explores the feasability of extending
NMT models to make them context-aware. A
common approach is to use additional encoders for
the context sentence(s) with a modified attention
mechanism (Jean et al., 2017; Bawden et al., 2018;
Voita et al., 2018). Another technique (Miculicich
et al., 2018; Maruf et al., 2019) explores the inte-
gration of context through a hierarchical architec-
ture which models the contextual information in a
structured manner using word-level and sentence-
level abstractions.

The different models have been evaluated on
different language pairs and different datasets. In
this paper, we focus on a single language pair,
English—German (in both directions), and on two
textual domains: news translation and movie sub-
titles translation. For the news translation task (de-
noted as WMT) we rely on the established setup
of WMT 20197 with the Newstest2018 data as our
dedicated test set. For the movie subtitles (referred
to as OST), we use data from the OpenSubtitles
corpus released on OPUS? with our own split into
training, development and test data. More details
about the data and our setup will be given in the
following section.

3 Two datasets for English-German
document-level translation

Different text genres and types exhibit different
types of discourse-level properties. The choice of
training corpus therefore determines what features
a NMT model can potentially learn, and the choice
of test corpus determines which features can be
reliably evaluated. Our experiments are based on
two datasets that cover the same language pair, but
very different textual characteristics.

The OST dataset is built from the English—
German part of the publicly available OpenSub-
titles2016 corpus (Lison and Tiedemann, 2016).
Of the 16,910 movies and TV series in the col-
lection, 16,510 are used for training, and 4 each
are held out for development and testing purposes.
Each movie is considered a single document. It
corresponds to the dataset used in Tiedemann and
Scherrer (2017). General properties of this dataset
can be found in Table 1.

The WMT dataset comprises the subset of cor-
pora allowed at the WMT 2019 news translation

2See http://www.statmt.org/wmt19/
translation—-task.html.

*http://opus.nlpl.eu/
OpenSubtitles2016.php



Corpus Documents Sentences Sents/Doc Tokens DE Tokens EN Tokens/Sent
OST Train 16,510 13,544k 820 104,447k 111,729k 8.0
OST Valid 4 5k 1249 41k 43k 8.4
OST Test 4 S5k 1249 38k 47k 8.4
WMT Train 583,358 12,690k 22 259,384k 276,401k 21.1
WMT Valid 236 5k 22 106k 111k 21.1
WMT Test 122 3k 25 64k 68k 219

Table 1: General characteristics of the two datasets. Tokens/Sent values are averaged over the DE and EN tokens.

task which contains document boundaries. The
training set includes parallel data from the Eu-
roparl v9, NewsCommentary v14, and Rapid2019
collections. We select the Newstest2015 and
Newstest2016 corpora as our validation set and the
Newstest2018 corpus as our test set. General prop-
erties of this dataset can be found in Table 1.
Table 1 shows that the two datasets are com-
parable in terms of sentence numbers.* However,
the documents in OST are up to 50 times larger
than those in WMT (cf. column Sents/Doc). On
the other hand, WMT sentences are more than
twice as long than OST sentences (cf. column 7o-
kens/Sent), which is in line with our expectations.
A third dataset based on transcripts of TED
talks (Cettolo et al., 2012), has also been used for
document-level translation (Agrawal et al., 2018).
We do not consider this dataset for training due to
its smaller size, but use the PROTEST test suite,
which is based on this corpus, for evaluation (Guil-
lou and Hardmeier, 2016; Guillou et al., 2018).

3.1 Discourse-level properties

In recent literature, various linguistic features have
been identified to contribute to document-level co-
herence and cohesion. In this section, we assess
the two datasets in order to estimate their suitabil-
ity and difficulty for document-level translation.
We investigate the following phenomena:

Pronouns: We first extract a list of pronouns
per language by tagging the training corpora with
SpaCy?, extracting the tokens labeled as PRON
and manually cleaning the resulting list (cf. Ta-
ble 7). Then, the frequency of pronouns is com-
puted independently for English and German.
The results in Table 2 show that about ev-
ery 10th word of the OST corpus is a pronoun,

“By sentences, we mean the lines obtained by the sentence
alignment process.
5spacy.io
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whereas pronouns are three to four times rarer in
the WMT corpus.® This divergence is to be ex-
pected, as OST consists mainly of dialogues.

Not all pronouns are intrinsically hard to trans-
late. Therefore, we also examine how many am-
biguous pronouns occur in the corpora. To this
end, the English and German corpora are word-
aligned using Eflomal (Ostling and Tiedemann,
2016) and for each source pronoun (as defined in
the list extracted previously), the target pronouns
are retrieved. If this list contains at least two words
totalling each at least 10% of occurrences, we con-
sider the source pronoun as ambiguous (cf. Ta-
ble 7). This feature is computed separately for
both translation directions.

On average, about half of the pronoun occur-
rences are ambiguous, with most ambiguities con-
cerning case (e.g. me translating both to accusative
mich and dative mir). The English pronouns in the
OST dataset deviate from this tendency, mainly
because of the prevalence of you: this pronoun is
ambiguous both in terms of number and politeness
and can be translated as du, ihr, or Sie (see also
Sennrich et al., 2016).

Connectives: As part of their Accuracy of Con-
nective Translation metric, Hajlaoui and Popescu-
Belis (2013) provide a list of eight ambiguous En-
glish connectives and their German translations.
We count the number of sentence pairs that contain
both an English connective and one of its German
translations, regardless of its associated sense.

Ambiguous connectives show an inverse fre-
quency distribution compared to pronouns: they
are about ten times as frequent in WMT than in
OST. This divergence can again be attributed to
genre differences.

The numbers for German are higher because the pronoun
list contains more relative and demonstrative pronouns than
the English one, as a result of annotation differences in the
SpaCy training corpora.



Corpus Pronouns Ambiguous Ambiguous Negations Negation  Coreference Cross-sent.
pronouns  connectives discrep. chains pron. coref.
DE EN DE EN DE-EN DE EN DE-EN DE EN DE EN
OST Train  106.0 97.0 44.1 71.1 50 151.6 162.8 57.1 290.5 1483 672 445
OST Valid 1047 927 499 73.0 6.2 1655 1715 65.6 346.1 1675 70.2 464
OST Test 101.1 993 53.0 69.7 5.8 1489 1919 75.0 2925 1788 66.8 469
WMT Train  36.1 20.0 20.1 13.5 60.2 176.1 176.2 19.6 6703 4953 919 80.6
WMT Valid 442 29.6 246 20.8 62.5 182.1 177.2 23.8 6935 5442 1115 97.6
WMT Test 440 258 259 200 583 1674 169.1 18.3 726.8 5350 1154 99.7

per thousand tokens

per thousand lines

Table 2: Discourse-level features in the OST and WMT datasets. Coreference values were computed on a subset

of the training corpora.

Negations: We establish a list of sentential and
nominal negation words for both languages (cf.
Table 7) and count the number of sentences that
contain at least one negation word. We also
count negation discrepancies, i.e. aligned sen-
tence pairs where a negation was identified in one
language but not in the other.

While the overall frequencies of negations are
similar in both corpora, there are significantly
more discrepancies in the OST dataset. These can
be ascribed to two factors: free translation (a nega-
tion can be paraphrased with expressions such as
fail to, doubt if, etc.), and sentence alignment er-
1orS.

Coreference chains: We assume that a large
amount of pronouns, connectives and negations do
not require access to large contexts for their cor-
rect translation, either because they are unambigu-
ous or because the current sentence is sufficient
for their disambiguation. To corroborate this as-
sumption, we annotate the English corpora with
the Stanford CoreNLP coreference resolver (Man-
ning et al., 2014; Clark and Manning, 2016) and
the German corpora with the CorZu coreference
resolver (Tuggener, 2016).”

We first report the numbers of coreference
chains identified by the resolvers. These num-
bers are hard to compare across languages due to
different performance levels of the two resolvers,
and translationese factors such as explicitation.
However, they confirm the intuition that news text
contains more referring entities than movie dia-
logues.?

"Due to slow performance, we could only analyze 13%
of the English OST, 5% of the English WMT and 5% of the
German WMT training sets. We nevertheless believe that the

reported proportions are representative of the entire dataset.
8Note also that the WMT dataset may benefit from higher

Second, we count cross-sentential pronominal
coreference chains, i.e. chains that span at least
two sentences, contain at least one third-person
pronoun and at least two different mention strings.
The results suggest that about every 10th line of
the WMT dataset and about every 20th line of
the OST dataset contains a pronoun that requires
access to the context for its correct translation.
Given the overall training data sizes, NMT mod-
els should thus be able to pick up this signal.

Overall, the examined discourse-level features
show consistent patterns across the training, vali-
dation and test sets. This was not necessarily ex-
pected for the WMT corpus, whose training set
stems from a wide variety of sources.’

Three other discourse-level features could have
been analyzed as well: We did not include ver-
bal tenses, as we do not expect them to be par-
ticularly problematic for the German—English lan-
guage pair. Likewise, we did not include mea-
sures for lexical consistency (Carpuat and Simard,
2012), as this was already reported to be handled
well in SMT. Finally, we did not include ellipsis
(Voita et al., 2019) as we found it difficult to de-
tect and not very relevant for German.

4 Context-aware MT models

In this paper, our main focus lies on concatena-
tion models as one of the most straightforward and
successful approaches to document-level NMT.
We train various concatenation models on both
datasets and for both translation directions in or-
der to perform a systematic study on this setup.

recall as the coreference resolution pipelines are typically
trained on newswire data.

°For the MT training, we shuffle the datasets keeping doc-
uments and document boundaries intact.
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Inspired by Agrawal et al. (2018), we name the
configurations according to the following schema:

iPrev + Curr + jNext — kPrev + Curr

where ¢ denotes the number of previous sentences
on the source side, j the number of following sen-
tences on the source side, and k the number of pre-
vious sentences on the target side. In all models,
only the current sentence is evaluated. The follow-
ing configurations are tested:

e Curr — Curr (baseline)

1Prev + Curr — Curr

1Prev + Curr + 1Next — Curr

2Prev + Curr — Curr

1Prev + Curr — 1Prev + Curr

e |Prev + Curr + 1Next — 1Prev + Curr

Several discourse-level properties, among
which most prominently pronoun gender, also
depend on the previously generated output in the
target language. Therefore, we also include an
oracle variant where we the reference translation
of the previous sentence (instead of its source) is
fed to the system:

e |PrevTarget + Curr — Curr

Furthermore, we also train fixed window mod-
els as in Junczys-Dowmunt (2019):

e 100T — 100T: A model that sees chunks of
at most 100 tokens (after subword encoding)
on either source and target side.

e 250T — 250T: A model that sees chunks of
at most 250 tokens (after subword encoding)
on either source and target side.

Note that these chunks are not produced using a
sliding window but rather break documents at ar-
bitrary positions unless they are less than the max-
imum size in length. We adopt the same annota-
tion scheme as proposed in the original approach,
marking segment and document boundaries with
special symbols for document-internal breaks and
continuations. We never break sentences from the
original alignment into pieces, which would neg-
atively affect the model and complicate the align-
ment of training examples.

The chosen chunk lengths seem very small, es-
pecially when considering subword units. Ta-
ble 3 lists some basic statistics that demonstrate
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Window size Chunks Sents/chunk
OST training data:

100 tokens 1282985 10.6
250 tokens 496 207 27.3
WMT training data:

100 tokens 4286535 3.0
250 tokens 1729 601 7.3

Table 3: Basic statistics of fixed-size windows data.

the effect of the chunking approach. We can see
that even 100-token windows create reasonably
large units that combine context beyond sentence
boundaries. For the WMT dataset with larger sen-
tences, we observe an average of almost 3 joined
segments per chunk. For the subtitle data, the sit-
uation is much more extreme: most segments are
very short and a 100-token window corresponds to
about 10 segments. Hence, this approach yields
a substantial increase of contextual information
compared to the baseline.

Junczys-Dowmunt (2019) suggested to use even
larger chunks, but that did not seem to work well
in our current settings. Already the second model
with a maximum of 250 tokens did not converge to
any reasonable result when trained from scratch.
We tried to address this problem by initialising the
larger model with a pre-trained 100-token model
but this approach did not lead to satisfactory re-
sults either. Therefore, we exclude all models
larger than 100 tokens from our discussions below.

All models are based on the standard Trans-
former architecture and were trained with Mari-
anNMT (Junczys-Dowmunt et al., 2018). For the
WMT EN—DE models, we added 10.3M lines
of backtranslations. These backtranslations con-
sisted of German news documents (News2018)
translated to English with a sentence-level model;
document boundaries were kept intact. We did
not include backtranslations for the opposite trans-
lation direction to investigate their impact on
discourse-level translation.

Our experiments with recently proposed hi-
erarchical attention networks for document-level
NMT, in particular Miculicich et al. (2018) and
Maruf et al. (2019), either underperformed or
could not cope with the data sizes and document
lengths of our training sets. For comparison,
we nevertheless report results of a selective at-
tention (Maruf et al., 2019) model for the WMT



EN—DE task. This model has to be trained in a
two-step procedure: (1) a standard sentence-level
model is trained on all the training data and, (2)
a document-level model is trained on top of the
sentence-level model that adds the inter-sentential
information from the surrounding context using
the attentive connections of the extended network.
We focused on source-side attention for the wider
context and did not explore further setups due to
computational costs and unsatisfactory baseline
results. Otherwise, we use the standard settings
recommended in the released software.

5 Evaluation

Each system is evaluated on the respective test set
using the BLEU (Papineni et al., 2002) and ME-
TEOR (Denkowski and Lavie, 2014) metrics. In
particular, we evaluate each of them on three vari-
ants of the test set:

Consistent context: the context sentences of the
test set are appended in their natural order, as
they appear in the data.

Inconsistent context: the test set is shuffled such
that the context sentences are random.

No context: each sentence of the test set is con-
sidered its own document, so no contextual
information is made available.

This setup allows us to check whether observed
improvements are due to the additional context or
to other factors.!® A good context-aware system
should perform best with consistent context and
worst with inconsistent context.

Note that the concatenation models need some
special treatment at test time. The sliding window
approaches need to be post-processed in order to
remove non-relevant parts of the translation in all
cases where we train models with extended tar-
get language content. For simplicity, we rely on
the segment separation tokens that are produced in
translation similar to the ones seen during training.
We have found this approach to be very robust, in
the sense that the models reliably learn to place
them at appropriate positions.

For the non-sliding window approaches with
fixed maximum size, sentence splitting is not as

10For example, the /Prev + Curr — Curr system sees each
source sentence twice as often as the Curr — Curr system,
which might affect general model performance without nec-
essarily improving context awareness.
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straightforward and requires some additional treat-
ment. Segments are also separated by separation
tokens but we realized that they do not necessar-
ily match with the segment boundaries in the ref-
erence data even though the original paper sug-
gests that this should be rather stable (Junczys-
Dowmunt, 2019). This is especially fatal if the
number of segments does not match. Therefore,
we apply standard sentence alignment based on
length-correlation and lexical matches using hun-
align (Varga et al., 2005) to link the system output
to the reference translations. The reported results
from the fixed-size models are based on this ap-
proach.

5.1 Generic translation metrics

We report BLEU and METEOR scores for all our
experiments in Tables 4 and 5. The results and
significance tests were computed using MultEval
(Clark et al., 2011).

By and large, the concatenation models are
able to exploit contextual information: BLEU
as well as METEOR scores decrease by statis-
tically significant amounts if the context is in-
consistent or absent. However, it is difficult to
distinguish a winning configuration. In particu-
lar, the system that obtains the highest absolute
scores is not necessarily the one that learns most
from contextual information. The I/Prev+Curr
— IPrev+Curr system obtains the highest abso-
Iute scores among sliding window systems in all
four tasks, but is not particularly affected by con-
text inconsistencies. On the other hand, the sys-
tem using target-language data is most perturbed
when context is inconsistent or absent, at least for
the OST dataset.!! It seems therefore that target-
language context is as least as important as source-
language context. Comparative numbers on the
WMT dataset are all very similar, making it hard
to draw conclusions.

The 100T fixed-window models perform com-
petitively in terms of absolute scores, compared to
the sliding window approaches, despite the align-
ment problems mentioned above.'?> The compar-

""Note however that we feed the reference instead of the
system output at test time for efficiency reasons. Therefore,
the numbers cannot be directly compared directly with the
other systems, which do not have access to this oracle-type
information.

2Due to realignment, the number of sentences in the test
set varies slightly, which prevents us from computing sig-
nificance scores. Therefore, the absence of the significance
marker * on the /00T — 100T result lines does not mean that



Dataset: OST EN — DE WMT EN — DE

Context: Consistent  Incons. (A) None (A) Consistent  Incons. (A) None (A)

System B M B M B M B M B M B M
Curr — Curr (baseline) 217 426 0.0 0.0 0.0 0.0 39.3 569 0.0 0.0 0.0 0.0
1Prev+Curr — Curr 209 41.6 -0.3* -0.5%* -02 -0.2 37.6 553 -0.5% -03*% -02 -0.4*
1Prev+Curr+1Next — Curr 20.1 40.8 -1.0* -1.2* -0.6* -0.5% 347 523 -04*% -04% -0.5% -0.4%
2Prev+Curr — Curr 20.3 404 -0.6* -0.8* -0.8% -0.4* 349 531 -0.3*% -03* -04% -0.4*
1Prev+Curr — 1Prev+Curr 22.5 432 -0.7* -0.7* -0.3* -0.5% 39.6 573 -0.5% -04%* -0.2  -0.3*
1Prev+Curr+1Next — 1Prev+Curr 21.5 428 -0.5* -1.0* -0.1 -0.6% 385 56.0 -0.8% -0.6* -0.6* -0.6*
1PrevTarget+Curr — Curr 220 425 -1.4% -1.5% -1.3% -1.3* 3777 556 -04% -0.3*% -0.7% -0.7%

100T — 100T 229 44 -19 -19 -05 -18 39.0 572 -04 05 0.0 -0.7
Selective attention - - - - - - 34.8 53.0 0.0 00 -02 -02

Table 4: BLEU (B) and METEOR (M) scores for EN — DE translation. Absolute scores are reported for the
Consistent setting, whereas differences (relative to Consistent) are reported for the Inconsistent and None settings.
Statistical significance at p < 0.05, obtained by bootstrap resampling, is marked with *.

Dataset: OST DE — EN WMT DE — EN

Context: Consistent  Incons. (A) None (A) Consistent  Incons. (A) None (A)
System B M B M B M B M B M B M
Curr — Curr (baseline) 274 27.6 0.0 0.0 0.0 0.0 349 349 0.0 0.0 0.0 0.0
1Prev+Curr — Curr 267 26.8 -0.4* -0.3* -03* -0.1*% 316 323 03 0.0 -0.8* -0.5%
1Prev+Curr+1Next — Curr 247 255 -0.1 -0.1  -0.3* 0.0 23.0 265 -0.1 0.0 -2.2% -0.3*
2Prev+Curr — Curr 26.0 263 -0.7* -0.3* -0.6* -0.1*% 22.0 26.1 -0.1 0.0 -1.3* -0.8*
1Prev+Curr — 1Prev+Curr 27.5 277 -03* -02* -04* -0.2% 350 349 -04* 0.0 -09*% -0.5%
1Prev+Curr+1Next — 1Prev+Curr  20.7 243  -0.1 0.0 +3.3* +0.6* 31.2 324 -03* -0.2% -1.5% -0.6*
1PrevTarget+Curr — Curr 269 270 -1.0* -0.7* -1.0* -0.6* 327 332 -03 0.0 -1.1* -0.5%
100T — 100T 293 288 -1.6 -1.0 2.2 -1.3 347 349 +0.1 +0.1 -07 -03

Table 5: BLEU (B) and METEOR (M) scores for DE — EN translation.

anaphoric event pleonastic
it they it/they it it
intra inter intra inter sing. group
subj. non-subj. subj. non-subj. Total
Examples: 25 25 25 25 10 10 5 15 30 30 200
OST Curr — Curr 9 7 6 7 5 3 1 5 20 28 91
OST 1Prev + Curr — 1Prev + Curr 10 6 12 9 5 6 1 2 24 25 100
WMT Curr — Curr 14 12 9 10 5 4 0 8 20 26 108
WMT 1Prev + Curr — 1Prev + Curr 9 11 13 12 5 5 1 5 19 28 108

Table 6: Absolute numbers of PROTEST EN — DE pronoun translations evaluated semi-automatically as correct.

DE Pronouns: ich, es, das, wir, sich, Sie, er, du, sie, die, was, mir, mich, uns, der, man, dich, ihn, dir, dies, ihm,
ihr, wer, ’s, Ihnen, dem, denen, euch, ihnen, den, Ihr, diese, dessen, deren, einen, dieser, wen, welche,
einem, wem, dieses, jene, diesen, dasselbe, welches, einander

Ambiguous: Sie, den, denen, der, die, diese, dieser, ihm, ihn, ihnen, ihr, man, mich, mir, sich, sie, uns

EN Pronouns: I, you, it, we, he, what, me, they, who, she, him, them, us, her, himself, itself, themselves, one, yourself,
myself, whom, ourselves, i, ’em, herself, mine, yours, ya

Ambiguous: her, him, it, me, myself, one, she, them, they, us, who, whom, you, yourself

EN Connectives:  although, even though, since, though, meanwhile, while, yet, however

DE Negations: nicht, nie, niemand, nichts, nirgends, nirgendwo, kein, weder

EN Negations: no, not, never, nobody, noone, no-one, nothing, nowhere, none, neither, nor

Table 7: List of words and lemmas used to detect discourse-level properties.
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ison between consistent, inconsistent and absent
context reveals a clear difference between the two
datasets: For WMT, the results are almost the
same for the three scenarios. This can be attributed
to the longer sentences in the WMT test set, which
makes the 100 token window performing similar
to the one without extended context, as discussed
in section 4. In contrast, for the subtitle data,
we see notable performance drops when disturb-
ing the model with random or absent context. In
this dataset, segments are shorter and 100-token
windows substantially increase the context that is
available for translation (there are 9.68 sentences
per chunk on average).

The selective attention model yields absolute
scores with consistent context that are not compet-
itive and barely beat the baseline. It also seems to
fail to pick up relevant information from the wider
document context, as it obtains almost identical re-
sults with inconsistent and absent context.

The WMT EN — DE models have seen back-
translations during training but the DE — EN
models have not. The results suggest that the addi-
tional data helps the models distinguishing consis-
tent from inconsistent input, but further tests will
be required to corroborate this hypothesis.

The WMT dataset has shorter documents and
longer sentences with more complex discourse-
level features. Although this may indicate that it
is a more challenging dataset for our models, the
performances seem very similar across systems,
and it is hard to discriminate informative patterns.
However, the inconsistent setting appears to be
affected by genre, with none or very small dif-
ferences with the WMT data, suggesting that the
longer sentences are more self-contained in terms
of discourse features and that systems effectively
pick this signal up. In this same sense (and coun-
terintuitively), the differences between inconsis-
tent and none seem to suggest that as long as the
system has access to big enough window, the order
in which the document is fed is less important.

5.2 Test suite metrics

Discourse-specific metrics such as Guzman et al.
(2014) would be welcome to assess the translation
quality on specific discourse-level features such
as those discussed in Section 3.1. However, they
have the disadvantage of relying on a discourse
parser, which we do not have for German. At

the differences are not significant.
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least, we are able to evaluate the quality of pro-
noun translation thanks to the existence of two
test suites for English—-German pronoun transla-
tion: PROTEST (Guillou and Hardmeier, 2016;
Guillou et al., 2018) is based on TED talks tran-
scripts. These consist of planned speech docu-
ments, therefore the genre is somewhere in the
middle between news text and dialog. ContraPro
(Miiller et al., 2018) uses material from OpenSub-
titles. Due to the overlap of the ContraPro data and
our OST training set, we do not use this test suite.

Table 6 reports PROTEST results for two se-
lected systems, the Curr — Curr baseline and
the best-performing variable-window concatena-
tion model /Prev+Curr — 1Prev+Curr. The re-
sults draw on a semi-automatic evaluation scheme,
where pronouns are accepted as correct if they
match the reference and the remaining pronouns
are evaluated by hand. The manual evaluation was
done by one of the authors.'> Overall recall of
all systems is around 50%, and the differences be-
tween systems are quite small.

It can be seen that the models trained on the
news dataset obtain higher recall. This con-
firms our observation in Section 3.1 that the
WMT dataset contains higher numbers of corefer-
ence chains and cross-sentence pronominal coref-
erence. The context-aware models show small
improvements only in the OST dataset. Cru-
cially, the context-aware models show consistently
higher numbers in the category of inter-sentential
anaphoric pronouns, one of the categories where
the previous sentence context is indeed expected
to help most. However, most observed differences
may not be statistically significant.

The PROTEST evaluation confirms the findings
of the WMT18 evaluation (Guillou et al., 2018).
In both of these evaluations the pleonastic and
event categories are the least problematic. Intra-
and inter-sentential pronouns are somewhat in the
middle but remain difficult, while cases where the
anaphor and the antecedent mismatch in features
(they-singular, it/they group) are very poorly han-
dled.

6 Conclusion

We have presented two English-German
document-level translation datasets and shown
that they represent different text genres with

3We used the provided tool described in Hardmeier and
Guillou (2016).



different distributions of discourse-level fea-
tures. The context-aware NMT models on these
datasets show performance differences that are to
some extent indicative of the underlying textual
characteristics: the longer sentences in the news
dataset make it harder to find differences between
training configurations or evaluation setups.
Fixed-window approaches show surprisingly
good results on the movie subtitles dataset, but
the impact of the realignment process remains to
be investigated further.

The general performance of a document-level
MT system can be assessed by testing translation
quality with consistent and artificially scrambled
context. Models that are able to learn relevant dis-
course features will be affected if the context is in-
coherent or absent. Our results show that this test
provides a complementary view on the systems’
performances.

Our study further suggests that the connections
between discourse features and MT results should
be analyzed more thoroughly. The detailed break-
down of the distribution of discourse-level proper-
ties could be a first step towards the compilation
of property-specific test sets.

Automatic measures can be complemented with
manual assessment of the outcome from the differ-
ent test scenarios, which further reveals the effect
of discourse features available to the system. We
show that pronoun test suites such as PROTEST
are a good start for this assessment, although mul-
tilingual coverage remains a problem for a system-
atic evaluation of this kind.
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