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Abstract

Multimodal machine translation involves drawing information from more than one
modality (text, audio, and visuals), and is an emerging subject within the machine

translation community. In MeMAD, multimodal translation is of particular interest in
facilitating cross-lingual multimodal content retrieval, and is one of the main focuses of

WP4. Though multimodal machine translation efforts have been emerging since the early
1990s, there has not been research on a large scale until the last decade. Especially

prominent are the multimodal tasks of spoken language translation and image caption
translation, exploiting audio and visual modalities respectively. Both of these tasks are

championed by evaluation campaigns, acting as competitions to stimulate research and to
serve as a regulated platform investigating evaluation methodologies. So far, one

multimodal machine translation system has been developed within WP4 of the MeMAD
project for either task, and especially the image caption translation system had great

success. In this deliverable, we present a survey of the state of the art in machine
translation with an emphasis on multimodal tasks and systems. Later, we describe our
own multimodal machine translation efforts carried out in WP4 within the first year of
MeMAD. Finally, to conclude our report, we discuss our plans of tackling video subtitle

and audio description translations as the next steps in WP4.
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1 Introduction

From the viewpoint of linguistics, language/verbal mode covers written, spoken, and
signed language, auditory mode includes non-verbal sound and music, and co-speech ges-
tures such as facial expressions and hand gestures comprise modes of their own. In con-
trast, natural language processing (NLP) has a more practical division of modalities based
on differences in data representation. The modalities typically associated with NLP are text,
audio, and visuals. While text straightforwardly encodes written language, the other two
modalities can correspond to different channels of communication. The obvious example
for audio is spoken language, though it is possible to explore the modality in other sounds
and even music. Visuals are diverse, and though the visual parallel to spoken language
is perhaps signed language, visual co-speech gestures also play linguistic roles, and other
visual media such as images and videos can be associated with language. Text is by far
the most common modality among these three in NLP literature, likely owing to its ease of
processing, and wide availability in a variety of different forms.

Multimodal NLP tasks are those involving more than one modality, either by using in-
formation from one modality to aid the interpretation of language in another modality, or
by converting language between modalities. Many multimodal NLP tasks are multimodal
extensions of language analysis tasks initially modelled as unimodal discrete classification
tasks. Some examples of these tasks could be emotion detection, multimodal named en-
tity recognition, multimodal sentiment analysis, and visual question answering. For other
tasks that involve modality conversion, one well-known example is automatic speech recog-
nition (ASR), the task of transcribing spoken language audio into text. Speech synthesis
is the converse of ASR, with the goal of generating speech from written language. Media
description tasks (e.g. image captioning, video summarisation) aim at processing visuals
and/or audio (e.g. photos, video clips) to generate interpretive language in text (e.g. cap-
tions, summaries).

While transmodal conversion tasks necessarily exercise some language interpretation to
restructure the input and re-express it in the output modality, this is still not regarded as
translation, unless there would be more than one natural language involved. In contrast,
the tasks that fall under the umbrella of multimodal machine translation (MT) both include
multiple modalities and non-matching input and output languages. Some of the major
multimodal MT tasks such as image caption translation, sign language translation, spoken
language translation, and video subtitle translation are described in detail in Section 6.1.
Dealing with intermodality and translation at the same time, multimodal MT tasks are
fairly hard challenges, and while vision, speech, and language processing communities
have worked largely apart in the past, the rising interest in tackling these tasks has brought
them together.

Furthermore, conventional text-based MT has been recently enjoying widespread success
with the adoption of deep learning architectures. One implication that this has had for
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multimodal MT was the significantly increased need for large datasets in order to keep up
with the heavily data-driven state-of-the-art methodologies. Considering that data avail-
ability varies greatly between different languages, introducing the additional requirement
of another modality becomes very restrictive. For any given multimodal MT task, there is
virtually no training data available for most language pairs, and only limited availability
for others. Another matter is that the utility of multimodal MT is sometimes disputed in
recognition of the success of text-based MT. Regardless, multimodal MT is a better reflec-
tion of how humans acquire and process language, with many theoretical advantages in
language grounding over text-based MT (see Section 6) as well as the potential for new
practical applications like cross-modal cross-lingual information retrieval.

General surveys of multimodality in NLP tasks exist (e.g. Baltrušaitis et al. (2017)), but
so far, there is no similar study for multimodal MT in particular. For this reason, this de-
liverable was structured as a review of the multimodal MT literature with accompanying
discussions especially as relating to the MeMAD project. Section 2 outlines the early efforts
in multimodal MT predating the advance of the current state of the art in MT. Section 3
reviews the methods and caveats of evaluating MT performance, and discusses on multi-
modal MT evaluation campaigns. Section 4 contains an overview of the datasets suitable
as training or test corpora for multimodal MT. Section 5 is a brief summary of the state of
the art in unimodal MT, serving as a basis for Section 6 describing various multimodal MT
tasks and the diverse set of approaches used to address them. Finally, Section 7 presents
the current status and research agenda of WP4 in MeMAD, followed by Appendices A and B
displaying system description papers that recently came out of WP4.

2 Early efforts

The current state of the art in text-based machine translation produces fairly satisfactory re-
sults in a restricted domain, and multimodality is often regarded as an additional challenge
to implement in preparation for the next level in machine translation. However, there was
a great deal of interest in doing machine translation with non-text modalities even before
the subject was streamlined with the arrival of successful statistical machine translation
models (e.g. the Candide system (Berger et al., 1994)). Among one of the earliest attempts
is the Automatic Interpreting Telephony Research project (Morimoto, 1990), a 1986 pro-
posal that aimed at implementing a pipeline of automatic speech recognition, rule-based
machine translation, and speech synthesis, in order to have a full speech-to-speech trans-
lation pipeline. Unfortunately, the project completed its seven-year term in 1993 without
delivering a finished product. The idea of telephony interpretation was quite well-received,
and encouraged further research in speech-to-speech translation, making use of compo-
nents that had been in development for the last two decades. Starting from this period
until the early 2000s, several speech-to-speech translation systems were developed and re-
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leased, using the same basic setup of components but with a wide array of methods to cou-
ple them and fine-tune translations (Zhang, 2003), such as the JANUS system (Lavie et al.,
1997), MATRIX (Takezawa et al., 1998), VerbMobil (Wahlster, 2000), EUTRANS (Pastor
et al., 2001), NESPOLE! (Lavie et al., 2001), the TONGUES system (Black et al., 2002),
and IBM Mastor (Gao et al., 2006).

In contrast with audio data as in speech-to-speech translation, the use of visual data
in translation has not attracted comparable interest until quite recently. This is perhaps
owing to the fact that the equivalent of the Consortium for Speech Translation Advanced
Processing (C-STAR) did not exist at the time to incentivise visual processing, or because
visual cues such as facial expressions and gestures are not as salient as voice cues in human
communication, resulting in a weaker analogy for machine translation. Regardless, at
present, between image captions, instructional text with photographs, video recordings
of sign language, and subtitles for videos (and especially movies), there are a multitude
of new archetypes of multimodal composition for which machine translation has become
more relevant than ever before. Due to this shift in priorities, modern multimodal MT
subjects dealing with visual (or audiovisual) cues are just as prominent as those tackling
audio.

3 Evaluation

Evaluating the performance of a machine translation system is a difficult and controversial
problem in itself. Typically, there are numerous ways of translating even a single sentence
for human translators, and it is often unclear which one is (or which ones are) better, and
in what respect, given that the relevant evaluation criteria are multi-dimensional, context-
dependent, and highly subjective. Human analysis of translation quality is often divided
into the evaluation of adequacy (semantic transfer) and fluency (grammatical soundness).
The reason for this is to manage the ambiguity about what is under evaluation as well as
to be able to compare and contrast translation systems more clearly. Even then, this aspec-
tual division is sometimes criticised for disregarding pragmatic and functional equivalence
measures. Regardless, even with a fine-grained division, evaluation can still be quite ar-
bitrary. In the midst of this controversy, certain well-defined human evaluation methods
and automatic evaluation metrics stand out as good compromises between feasibility and
completeness. While these metrics have changed over time and may yet change further,
the accepted practice in the MT community is to agree upon the better metrics and use
them consistently in evaluating translation systems, being conscious of the fact that these
would be not absolute but relative measures.

6 MeMAD – Methods for Managing Audiovisual Data
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3.1 Metrics

Among the various evaluation metrics in the literature, the most commonly used ones
are BLEU (Papineni et al., 2001), METEOR (Lavie and Agarwal, 2007), and TER (Snover
et al., 2006). To summarise briefly, BLEU is based on an aggregate precision measure of n-
grams and penalises translations that are too short, METEOR accounts for and gives partial
credit to stem matches, synonyms, and detected paraphrases, and TER is a variant of word-
level edit distance between the source and the target. BLEU is typically associated with
fluency, METEOR with adequacy, and TER with post-editing utility. BLEU is by far the most
common automatic evaluation metric, and most non-detailed quantitative comparisons of
machine translation models are content to use only BLEU scores. Both BLEU and METEOR,
much like the majority of other evaluation metrics developed so far, are example-based
metrics built on statistics drawn from the training data associated with the translation
model. These metrics are inadvertently heavily biased on the translation styles that they
see in the training data, and end up penalising any alternative phrasing that might be
equally correct.

Human evaluation is the optimal choice when a trustworthy measure of translation qual-
ity is called for and resources to perform it are available. The usual strategies for human
evaluation are fluency and adequacy rankings, direct assessment (DA), and post-editing
evaluation (PE). Fluency and adequacy rankings are conventionally between 1–5, while
DA is a general scale between 0–100 indicating how complete the translation is, either
in reference to either the original sample in the source language (DA-src), or the ground
truth sample in the target language (DA-ref). A common critique for these methods is
that the assigned scores can be quite arbitrary. On the other hand, in PE, human annota-
tors are asked to correct translations by changing the words and the ordering as little as
possible, and the rest of the evaluation is based on an automatic edit distance measure
between the original and post-edited translations. All of these human evaluation methods
are typically crowdsourced to non-expert annotators to reduce expenses, due to limited re-
search funding. While this may still result in consistent evaluation scores, it is a recognised
fact that professional translators capture more details and are generally better judges than
non-expert speakers (Bentivogli et al., 2018).

The problems recognised even in human evaluation methods substantiate the notion that
no metric is perfect. In fact, evaluation methods have become an active research subject
in their own right (Ma et al., 2018; Specia et al., 2018). However, there is currently little
research on developing evaluation approaches specifically tailored to multimodal transla-
tion. Currently, all automatic evaluation is strictly text-based, while only indirect methods
such as lexical translation accuracy (see Section 6.1.4) carry a focus on multimodality.
In human evaluation, perhaps the only particular example is the addition of source im-
ages in the direct assessment of image caption translations (Elliott et al., 2017; Barrault
et al., 2018). Having consistent methods to evaluate how well translation systems take
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multimodal data into account would make it possible to identify bottlenecks and facilitate
future development. For now, shared tasks are the flag-bearers in the multimodal machine
translation community making the only organised effort to investigate the best practices
for evaluation.

3.2 Shared tasks

A great deal of natural language processing system development research is made in prepa-
ration for shared tasks under academic conferences and workshops, and the relatively new
subject of multimodal machine translation is not an exception. These shared tasks lay out
a specific experimental setting, for which participants submit their own systems, often de-
veloped using the training data provided by the campaign. Currently, there are not many
datasets encompassing both multiple languages and multiple modalities, that are also of
sufficiently high quality and large size, and available for research purposes. However, mul-
tilingual datasets that augment text with only speech or only images are somewhat less
rare than those with videos, given their utility for tasks such as automatic speech recog-
nition and image captioning. Adding parallel text data in other languages enables such
datasets to be used for spoken language translation and image caption translation, both
of which are represented in shared tasks organised by the machine translation community.
The International Workshop on Spoken Language Translation (IWSLT) has led an annual
evaluation campaign on speech translation since 2004, and the Conference on Machine
Translation (WMT) has been running shared tasks for image caption translation annually
since 2016.

3.2.1 IWSLT evaluation campaign

The speech translation evaluation campaign started out in 2003 as an exclusive event
for the members of the Consortium for Speech Translation Advanced Research (C-STAR),
with the aim of investigating the application of evaluation methodologies to the newly-
developing translation technologies at the time (see Section 2). After a closed first rendi-
tion, the campaign became an open shared task under IWSLT in 2004 (Akiba et al., 2004).
The first years of the campaign were based on the internal Basic Travel Expression Cor-
pus (BTEC), a dataset containing basic tourist utterances (e.g. “Where is the restroom?”)
and their transcripts. The corpus was eventually extended with more samples (from a few
thousand to tens of thousands) and more languages (from Japanese and English, to Ara-
bic, Chinese, French, German, Italian, Korean, and Turkish). Each year also had a new
challenge theme, such as robustness of speech translation, spontaneous (as opposed to
scripted) speech, and dialogue translation, introducing corresponding data sections (e.g.
running dialogues) as well as sub-tasks (e.g. translating from noisy ASR output) to facili-
tate the challenges. Starting from 2010, the campaign adopted TED talks as their primary

8 MeMAD – Methods for Managing Audiovisual Data
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training data (Paul et al., 2010), and eventually shifted away from the tourism domain
towards lecture transcripts.

Until IWSLT 2016 (Cettolo et al., 2016), the evaluation campaign has been handled
under three main tracks: Automatic speech recognition, text-based machine translation,
and spoken language translation. While these tasks involve different sources and diverging
methodologies, they converge on plain text output. The organisers have made considerable
effort to use several automatic metrics at once to evaluate participating systems, and to
analyse the outputs from these metrics. Traditionally, there has also been human evaluation
(fluency and adequacy assessment) only on the most successful systems for each track
according to the automatic metrics. These assessments have been used to investigate which
automatic metrics correlate with which human assessments to what extent, and to pick out
and discuss drawbacks in evaluation methodologies.

Additional tasks such as multilingual translation and dialogue translation (Cettolo et al.,
2017), and low-resource speech translation (Niehues et al., 2018) were reintroduced to the
IWSLT evaluation campaign from 2017 on as both the TED data and machine translation
literature grew richer. We submitted our own speech translation system to the 2018 lecture
translation track representing the MeMAD project (Sulubacak et al., 2018).

3.2.2 WMT multimodal translation task

The Conference on Machine Translation (WMT) has organised multimodal translation
shared tasks annually since the first event (Specia et al., 2016) in 2016, and it is cur-
rently the only evaluation campaign of its kind. The first shared task was such that the
participants were given images and an English caption for each image as input, and were
required to generate a translated caption in German. The second shared task had a similar
experimental setup, but added French to the list of target languages. The third shared task
in 2018 added Czech as a third possible target language. This last task also had a secondary
track which only had Czech on the target side, but allowed the use of English, French and
German captions together along with the image in a multisource translation setting.

The WMT multimodal translation shared tasks evaluate the performances of submitted
systems on several test sets at once, including the Ambiguous COCO test set (Elliott et al.,
2017), which incorporates image captions that contain visually-resolvable ambiguity (see
Section 4.2). The translations generated by the submitted systems are scored initially by
the BLEU, METEOR, and TER metrics. In addition, all participants are required to devote
resources to manually scoring anonymised translations. This scoring is done by direct as-
sessment, variously using the original source captions and the ground truth translations
as reference. The images are also shown to the annotators as an additional reference for
scoring, observing the multimodality aspect. During the assessment, ground truth transla-
tions are shuffled into the outputs from the submissions, and scored just like them. This
establishes an approximate reference score for the ground truth, and the aggregate scores
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Dataset Samples Languages Audio Visuals

Flickr8k 8k images, 41k captions en, tr, zh X
Flickr30k 30k images, 158k captions de, en X
Multi30k 30k images, 30k captions cs, de, en, fr X
MS COCO (captions) 123k images, 617k–820k captions en, ja X
MS COCO (ambiguous) 461 images and captions cs, de, en, fr X
How2 13,493 clips, 189k segments en, pt X X
TED-LIUM 3 2,351 talks, 268k segments en X
TED-TRANS 1,565 talks, 171k segments de, en X
YLE - May 2014 70 clips, 2026 segments fi, sv X X
YLE - Strömsö 35 clips, 7090 segments fi, sv X X
YLE - Spotlight 15 clips, 2456 segments fi, sv X X

Table 1: A summary of statistics from some datasets relevant to multimodal machine translation.

for the submissions are analysed in proportion to this.
While the first two WMT multimodal translation shared tasks predate the MeMAD

project, we participated in the 2018 event. Following the languages the project focuses
on, we only participated in the single-source multimodal translation track, and only for the
target languages French and German. Our system (Grönroos et al., 2018) had great suc-
cess (see Appendix A) according to both automatic and human evaluation results, not only
coming first place in the evaluation campaign, but also surpassing the second-best systems
by a large margin (Barrault et al., 2018).

4 Datasets

Data availability is often cited as the most important factor in successfully training the
data-driven NLP architectures commonly used today. Unfortunately, all multimodal NLP
tasks, and especially multimodal machine translation (due to its simultaneous require-
ment of multimodality and multilinguality in training data) is subject to a data bottle-
neck. Thankfully, this issue is eventually getting better recognition, and there are more
and more datasets released, that are useful for multimodal machine translation. Some of
these datasets are outlined in Table 1, and explained in more detail in the subsections to
follow.

4.1 Flickr image captions

Flickr8k Released in 2010, the Flickr8k dataset (Rashtchian et al., 2010) has been
one of the most widely-used multimodal corpora. Originally intended as a high-quality

10 MeMAD – Methods for Managing Audiovisual Data
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Figure 1: An example from the Flickr8k dataset.

A man in street racer armor is examining the tire of another racers motor bike.
The two racers drove the white bike down the road.

Two motorists are riding along on their vehicle that is oddly designed and colored.
Two people are in a small race car driving by a green hill.

Two people in racing uniforms in a street car.

training corpus for automatic image captioning, Flickr8k comprises a diverse set of 8,092
images extracted from Flickr, each with 5 crowdsourced captions in English that describe
the image. Unlike some of the earlier image caption datasets such as Grubinger et al.
(2006), Flickr8k incorporates shorter captions that focus on describing only the most
salient objects and actions. As the dataset has been a popular and useful resource, it
has been extended over the years with other languages such as Chinese (Li et al., 2016)
and Turkish (Ünal et al., 2016) with independently crowdsourced captions. Despite its
relatively small size, Flickr8k retains a strong relevance to multimodal machine translation
with these multilingual extensions. An example from this dataset can be seen in Figure 1.

Flickr30k The Flickr30k dataset (Young et al., 2014) was released in 2014 as a larger
dataset following in the footsteps of Flickr8k. Collected using the same crowdsourcing
approach for independent captions as its predecessor, Flickr30k contains 31,783 photos
depicting common scenes, events, and actions, each annotated with 5 independent
English captions. Unlike Flickr8k, this dataset has not been extended with independently
annotated image captions in other languages. The collective effort that led to the creation
of Multi30k (Elliott et al., 2016), a multilingual subset of Flickr30k, also produced
professional human translations of all Flickr30k captions into German, and collected 5
independent German captions per image. This version of the dataset has been used as
training and development data for the first (Specia et al., 2016) and second (Elliott et al.,

MeMAD – Methods for Managing Audiovisual Data
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Figure 2: An example from the Flickr30k dataset.

Ballerinas performing a dance routine wearing various colored dresses holding hands with there right legs held up.
Several women are performing ballet on stage with colorful leotards and tutus.

A harmonized moment in a colorful ballerina show.
Dancers on a stage in different color dresses

ballerinas dancing on a stage

2017) multimodal translation shared tasks at WMT, with an overt disclaimer that the
German captions are not independent annotations. An example from this dataset can be
seen in Figure 2.

Multi30k Multi30k (Elliott et al., 2016) was initially released in 2016 as a bilingual
dataset of English and German image captions following the Flickr sets, with the aim
of stimulating multimodal and multilingual research from the beginning. Although the
dataset uses the same selection of images as Flickr30k, it includes only 1 out of 5 captions
for each image. The WMT multimodal translation shared tasks of the last two years
introduced French (Elliott et al., 2017) and Czech (Barrault et al., 2018) extensions to
Multi30k, making it a staple dataset for the task, and further expanding the set’s utility to
cutting-edge applications such as multisource training. An example from this dataset can
be seen in Figure 3.

WMT datasets The past three years of multimodal shared tasks at WMT each came with
a designated test set for the task. Totalling 3,017 images in the same domain as the Flickr
sets (including Multi30k), these sets are too small to be used for training purposes, but
could smoothly blend in with the other Flickr sets to expand their size. So far, test sets
from the previous shared tasks (each containing roughly 1,000 images with captions) have
been allowed for augmenting the validation set for the current year’s task. In parallel with
the language expansion of Multi30k, the test from 2016 contains only English and German
captions, and the one from 2017 contains only English, German, and French.

12 MeMAD – Methods for Managing Audiovisual Data
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Figure 3: An example from the Multi30k dataset.

(en) Mexican women in decorative white dresses perform a dance as part of a parade.
(de) Mexikanische Frauen in hübschen weißen Kleidern führen im Rahmen eines Umzugs einen Tanz auf.

(fr) Les femmes mexicaines en robes blanches décorées dansent dans le cadre d’un défilé.
(cs) Součást́ı pr̊uvodu jsou mexičanky tanč́ıćı v b́ılých ozdobných šatech.

4.2 MS COCO

The Microsoft Common Objects in Context (MS COCO) dataset (Lin et al., 2014) was first
released in 2014 as a large-scale training corpus for object detection and segmentation.
The corpus features around 330,000 images, out of which over 200,000 have been
annotated with the bounds and labels of 1.5 million concrete objects from 80 categories in
a variety of visual contexts. The initial object detection and segmentation layers of COCO
are intended for image processing tasks, but a large subset of these images were also
subsequently annotated with captions, enabling the set to be used in multimodal NLP tasks
such as automatic image captioning (see MeMAD Deliverable 2.1 for further discussions).

COCO Captions Introduced in 2015, the COCO Captions set (Chen et al., 2015) forms an
additional caption annotation layer for a subset of roughly 123,000 images from MS COCO.
Each image in this dataset is associated with up to 5 independently annotated captions in
English, with a total of 616,767 captions (414,113 in the official training set split, with
202,654 reserved for validation). Although this is a monolingual dataset, its large size
alleviates a well-recognised bottleneck of insufficient multimodal data. For this reason, it
is still useful for multimodal machine translation in combination with data augmentation
methods such as synthetic data generation, as demonstrated in Grönroos et al. (2018).
Crowdsourcing methods have been recently used to generate Japanese captions parallel to
the original English, resulting in the STAIR Captions dataset (Yoshikawa et al., 2017). So
far, these are the only two languages in which captions are available for the COCO images.
An example from this dataset can be seen in Figure 4.

Ambiguous COCO Another dataset introduced to the literature by the WMT multimodal
MeMAD – Methods for Managing Audiovisual Data
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Figure 4: An example from the COCO Captions and Ambiguous COCO datasets.

(en) A wedding being set up with one of the umbrellas blowing away.
(de) Vorbereitungen für eine Hochzeit, wobei einer der Sonnenschirme weggeweht wird.

(fr) Un mariage est en train d’être installé et un des parasols qui s’envole.

translation shared task organisation is Ambiguous COCO (Elliott et al., 2017). Released
in 2017 as an additional test set for the year’s shared task, Ambiguous COCO constitutes
a small subset of COCO with English captions containing potentially ambiguous words
(note the translation of the word ‘umbrella’ to ‘Sonnenschirm’ in German rather than ‘Re-
genschirm’, and to ‘parasol’ in French rather than ‘parapluie’ in Figure 4). These captions
were then translated to German and French, and further filtered so that there is a balanced
representation of each word sense for each verb. Both the 2017 and 2018 shared tasks at-
tested to translation systems that consistently fared worse on Ambiguous COCO compared
to the Flickr test sets. Regardless, it is under question whether Ambiguous COCO is a diffi-
cult test set because of its ambiguous samples, and whether these ambiguities are visually
resolvable after all (Elliott et al., 2017).

4.3 TED talk transcripts

TED talks comprise a rich resource of spoken language produced by a large variety of
English speakers. Since both video recordings and transcripts of the talks are available for
research purposes, they have been useful as training data for speech processing systems.
Furthermore, many TED talks have professional human translations of the transcripts
to provide access to speakers of different languages. Currently, the TED Corpus Search
Engine (TCSE) (Hasebe, 2015) has indexed a total of 2,857 talks with parallel transcripts
available in up to 29 languages. However, these transcripts are segmented into utterances
and arbitrarily divided for subtitling, and it is difficult to get accurate sentence-level
segmentations of the transcripts. Even then, aligning these segments to the audiovisual
content or to each other in source and target languages are two further challenges. While

14 MeMAD – Methods for Managing Audiovisual Data
Deliverable 4.1



memad.eu

info@memad.eu

Twitter – @memadproject

Linkedin – MeMAD Project

a number of corpora have been made available that address either challenge, there haven’t
been many that address both.

WIT3 The Web Inventory of Transcribed and Translated Talks (WIT3) (?) is a resource
released in 2012, with the aim of utilising the freely available parallel data published
by TED and distributing aligned transcripts for use in machine translation. At the time
of release, the corpus was compiled from around 1,000 english talks translated into 80
languages. WIT3 is still being maintained and continually growing, currently incorporating
thousands of talks in 109 languages. While it is a very large resource for parallel texts, the
distributed transcripts are not aligned with the audiovisual content, and so they are not in
their raw form suitable for multimodal language processing systems.

TED-LIUM Introduced first in 2012 and later augmented with more data in 2014 and
2018, the TED-LIUM corpus (Rousseau et al., 2014; Hernandez et al., 2018) currently
contains 452 hours of transcribed TED talks in English automatically segmented and
aligned to time spans on audio. The entire set contains 2,351 talks that amount to 268,231
segments and roughly 4.9 million words, making the corpus one of the largest datasets
available as training data for ASR systems. In their latest release, the authors also provide
a subset filtered from the full data that is balanced in certain characteristics (duration,
speaker gender, number of speakers) to adapt the set for speaker adaptation experiments.
However, this data set is currently monolingual, and it is not suitable for use in speech
translation experiments without preprocessing.

IWSLT datasets The IWSLT workshop organises a speech translation evaluation campaign
each year and publishes a new test set for each of the campaigns. Since 2011, IWSLT test
sets have been compiled by WIT3 from TED talks and their transcripts. While their sizes
are too small to allow training, these sets feature English transcripts aligned both with the
audio and with the translations. For the first time as part of the 2018 evaluation campaign,
the organisers released the IWSLT Speech Translation TED Corpus (Niehues et al., 2018).
This corpus is a large speech translation dataset composed of 1,565 English TED talks with
170,965 segments aligned with both the audio and German translations. Collectively, these
IWSLT datasets are more suitable for multimodal machine translation systems to exploit
compared to the other TED corpora.

4.4 The How2 dataset

The How2 dataset (Sanabria et al., 2018) is a collection of 79,114 clips with an average
length of 90 seconds, containing a total of roughly 2,000 hours of instructional YouTube
videos in English, spanning a variety of topics. The dataset is intended as a resource for
several multimodal tasks, such as multimodal ASR, multimodal summarisation, spoken
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language translation, and video subtitle translation. To establish cross-modal associations,
the videos in the dataset were annotated with word-level alignments to ground truth
English subtitles. There are also English descriptions of each video written by the users
who uploaded the videos, added to the dataset as metadata corresponding to video-level
summaries. Currently, for multimodal translation purposes, a 300-hour subset covering 22
different topics is available with crowdsourced Portuguese translations, but translations
are ongoing, and a 480-hour expanded subset is under preparation and scheduled to
be released soon. While the dataset is quite promising for the MeMAD project and for
multimodal MT in general, it is also quite recent, and it has not yet been used as a
translation benchmark. An example from this dataset can be seen in Figure 5.

Figure 5: An example from the How2 dataset, retrieved from Sanabria et al. (2018).

4.5 YLE show transcripts

In addition to the freely available datasets outlined in this section, partners of the MeMAD
project will also have access to a substantial amount of proprietary audiovisual data
provided by the Finnish broadcasting company Yle. Throughout the course of the project,
Yle has agreed to provide 500 hours of TV programs from its archives, which will be
built and released iteratively to cater to the different lines of research going on in the
project (e.g. multilingual subtitling, content description, multimodal machine translation).
Currently, there are approximately 66 hours of released content, and a large part of it
is already suitable for benchmarking the multimodal translation models to be developed
within WP4. The three datasets corresponding to this part (also outlined previously in
deliverable 1.2) are summarised again below.

May 2014 archives The May 2014 archive data (Yle MeMAD 006 may2014AV2 1) contains
85 items of Yle TV news, current affairs, and factual programming of in-house production
transmitted during the period 19 to 26 May 2014. As relevant to WP4, the dataset contains
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approximately 23.5 hours of video with time-aligned content descriptions, and bilingual
subtitles in Finnish and Swedish.

Strömsö The Strömsö set (Yle MeMAD 001 Stromso01 1) contains 35 episodes of the
lifestyle program “Strömsö”, from the year 2017. As relevant to WP4, the dataset contains
approximately 16.5 hours of video with time-aligned content descriptions, and bilingual
subtitles in Finnish and Swedish.

Spotlight The Spotlight set (Yle MeMAD 003 Spotlight01 1) contains 15 episodes of the
current affairs documentary series “Spotlight”, from the year 2017. As relevant to WP4,
the dataset contains approximately 7 hours of video with time-aligned content descriptions,
and bilingual subtitles in Finnish and Swedish.

5 Unimodal machine translation

While the state of the art in machine translation was defined by statistical machine trans-
lation (SMT) methodologies for at least two decades, the field made a shift towards neural
machine translation (NMT) techniques in the early 2010s. Inspired by the successful use of
deep neural machine learning architectures in NLP systems such as automatic speech recog-
nition (Graves et al., 2013), the pioneering study on NMT by Kalchbrenner and Blunsom
(2013) used recurrent and convolutional neural networks to tackle machine translation.
The continuous vector representations used in NMT encode various kinds of linguistic in-
formation in a shared space, fully automating the learning task and eliminating the need
for hand-crafted linguistic features.

After this outbreak of interest in NMT research, there has been a plethora of studies
featuring different deep neural architectures and learning methods. The application of
RNNs (Elman, 1990) and other recurrent architectures (see Figure 6), such as bidirectional
RNNs (Schuster and Paliwal, 1997), LSTMs (Hochreiter and Schmidhuber, 1997; Graves
and Schmidhuber, 2005) and GRUs (Chung et al., 2014), introduced further diversity into
the field. These more advanced neural units were not as susceptible to the problems ini-
tially perceived in NMT: They were naturally dealing with variable-length sequences, and
had clear computational advantages as well as superior performance. While these archi-
tectures were also used for training models for phrase-based SMT as in Cho et al. (2014b),
the early encoder-decoder (sequence-to-sequence) NMT applications by Sutskever et al.
(2014) and Cho et al. (2014a) that used them had an overall much larger impact. The
performance of the NMT systems that followed came close to, and eventually surpassed,
that of the state-of-the-art SMT systems.

Until the introduction of the attention mechanism (see Figure 7) by Bahdanau et al.
(2015), one of the problems persisting in NMT was the difficulty of learning long-range de-
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Figure 6: A visualisation of the encoder-decoder architecture, showing the intermediate
states of recurrent units in a Japanese-to-English translation example.

(Retrieved from https://goo.gl/XDf66h.)

pendencies in translation sequences (e.g. grammatical agreement in very long sentences).
The attention mechanism addressed this issue by simultaneously learning to align transla-
tion units (see Figure 8), and providing a window into the relevant input units for each
decoding step. Providing partial human readability for translation processes as well as a
way for translation systems to avoid having to cram too much information in a fixed-size
vector, the attention mechanism became a staple in sequence-to-sequence NMT. Successful
alternative approaches are still brewing, such as Gehring et al. (2017) passing up RNNs in
favor of convolutional learning with attentional layers, and the fully self-attentional trans-
former by Vaswani et al. (2017) which is causing a great deal of hype as evident from the
MT submissions to all major NLP conferences this year.

So far, virtually all state-of-the-art NMT systems have used supervised deep learning
methods that rely on large amounts of parallel data. However, parallel datasets are
a resource with varied availability, and can be very challenging to find for some low-
resource languages. In contrast, monolingual datasets are typically easier to obtain, and
reasonably-sized monolingual data may be available even for some under-resourced lan-
guages. Nonetheless, utilising monolingual data short of synthetic data generation methods
such as back-translation is not possible with the bilingual-data-driven architectures in use.
Considering this fact, the pioneering work by Ravi and Knight (2011) used monolingual
corpora to train a translation system to decipher the source language to produce maximally
fluent output in the target language. Recently, combining the idea of unsupervised MT with
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Figure 7: A visualisation of the attention layer over the entire input sequence,
conditioned on the previously decoded unit for a given decoding step.

(Retrieved from https://goo.gl/c8KF6V.)

state-of-the-art translation architectures, Artetxe et al. (2018) and Lample et al. (2018a,b)
learn unsupervised word embeddings from monolingual corpora and iteratively map them
to a shared latent space to bootstrap unsupervised MT systems. While these systems do not
perform as well as supervised models yet, they still seem to be able to produce fairly fluent
translations given the constraints on training.

Currently, open-source implementations of the aforementioned state-of-the-art machine
translation architectures can be accessed through several freely available MT toolkits, such
as Moses (Koehn et al., 2007) for SMT, and Sockeye (Hieber et al., 2017), OpenNMT (Klein
et al., 2017, 2018), Marian (Junczys-Dowmunt et al., 2018), and Tensor2Tensor (Vaswani
et al., 2018) for NMT.

Unless specified otherwise, machine translation is typically interpreted as a task of text-
based translation between a single pair of languages. However, recently there has been
growing interest in other translation configurations, fuelled in part by the flexibility of neu-
ral methods in incorporating different data sources. One example of this development is
multilingual translation, in which the constraint of a single language pair is lifted. Different
parameter sharing strategies for multilingual translation have been explored, including sep-
arate encoders/decoders (Luong et al., 2015), full sharing combined with target language
tag (Johnson et al., 2016), and more recently contextual parameter generators (Platanios
et al., 2018). Within the MeMAD project, we have explored how translation into a morpho-
logically complex target language can be improved using resources from a related higher
resource language. Improving the consistency of segmentation between the related target
languages improves the cross-lingual transfer (Grönroos et al., 2018). The success of neu-
ral machine translation methods in learning to model multiple languages simultaneously,
raises hopes that similar architectures will have success incorporating inputs of different
modalities.

MeMAD – Methods for Managing Audiovisual Data
Deliverable 4.1

19



memad.eu

info@memad.eu

Twitter – @memadproject

Linkedin – MeMAD Project

Figure 8: A visualisation (Bahdanau et al., 2015) of attention values for an English-to-French
translation example, demonstrating the learned alignment model.

6 Multimodal machine translation

An example in which the default machine translation assumptions are widened is multi-
modal machine translation, where the requirement is to have at least two different modal-
ities (e.g. text, audio, visuals) collectively pertaining to the source and target side. While
this still allows many possible configurations, the typical configuration has text output as
the target side, and the multimodality comes from a single non-text modality either aug-
menting or replacing the source text as the input.

6.1 Tasks

6.1.1 Image caption translation

The task of translating image captions has become well-known in the multimodal MT com-
munity, owing to the WMT multimodal translation shared tasks (Specia et al., 2016; Elliott
et al., 2017; Barrault et al., 2018) which have used it as the basis for their evaluation
benchmark since 2016. The caption translation task provides a set of images with a text
captions for each, while the goal is to translate the captions from the source language to
a target language, considering also the visual cues in the image that might be relevant.
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For this task, there have been 25 dedicated systems (e.g. Caglayan et al. (2016), Caglayan
et al. (2017), Grönroos et al. (2018)) submitted to the WMT shared tasks alone over the
last three years, and the state of the art is currently held by MeMAD with our submission
to the WMT 2018 shared task (Grönroos et al., 2018).

6.1.2 Spoken language translation

Spoken language translation (SLT), also known as speech translation, undertakes the trans-
lation of spoken language audio in a source language to text in a target language. As such,
it differs from conventional MT only in the source side modality, though this already intro-
duces a multimodality challenge for MT. The SLT task has been first defined by the Consor-
tium for Speech Translation Advanced Research (C-STAR) in 2003, and championed by the
IWSLT speech translation shared tasks (e.g. Niehues et al. (2018)) since 2004. Thanks to
this long-running campaign, nearly a hundred participants developed and submitted trans-
lation systems for this task (e.g. Cho et al. (2016), Nguyen et al. (2017), and Wang et al.
(2018) are some of the recent successful systems). MeMAD is also represented in this task
by our 2018 shared task submission (Sulubacak et al., 2018).

Traditionally, SLT is addressed by a pipeline approach (see Section 6.2), effectively sepa-
rating multimodal MT into modality conversion followed by unimodal MT. More recently,
end-to-end systems have started to be implemented, often based on NMT architectures,
where the source language audio sequence is directly converted to the target language text
sequence. Although end-to-end systems currently appear to be both less common and less
successful than pipeline systems, their research is relatively fresh, and may still yield good
results in the near future.

6.1.3 Sign language translation

As the primary languages of the deaf community, sign languages are major languages that
warrant interest from the viewpoint of MT research. Sign language translation typically
addresses the translation between a sign language and the corresponding standard written
language. This does not mean that the task is trivial, because often there would be lim-
ited word-to-word correspondence, word sense divergences, and a significant difference
in word order and grammatical structures within these language pairs. From a technical
viewpoint, sign language translation is largely analogous to speech translation in how it in-
corporates multimodality. Like speech translation, the source and target sides each contain
a single, different modality, and both pipeline and end-to-end approaches are plausible. In
contrast, sign language translation has video on either the source or the target side, while
speech translation has audio exclusively on the source side. These differences further limit
the availability of parallel training data for sign language translation, as well as multimodal
MT architectures to serve as precedent.
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So far, studies on sign language translation have been relatively uncommon, and the
subject seems to have fallen behind recent advances in MT. Text-to-sign translation is com-
monly implemented as a rule-based system that makes use of syntactic transfer to generate
enriched representations for the signs, which are then typically sent to an avatar genera-
tion system to visualise the signing. Conversely, sign-to-text translation is structured as a
continuous sign language recognition (CSLR) problem, where the pipeline is even further
divided into video segmentation, isolated word recognition (i.e. isolated sign language
recognition, or SLR), and finally target sentence synthesis. A very recently published study
by Camgoz et al. (2018) describes the first end-to-end NMT approach to translating sign
language directly from videos, and also introduces the RWTH-PHOENIX-Weather 2014T
Continuous SLT Dataset containing segmented videos, gloss annotations, and translations
into written language.

6.1.4 Multimodal lexical translation

The task of multimodal lexical translation (MLT) was introduced very recently (Lala and
Specia, 2018), with the principal goal of evaluating the multimodal disambiguation capa-
bilities of translation systems. Unlike the other multimodal MT tasks, the basic translation
sample for MLT is a word rather than a sentence. More specifically, the task involves the
translation of ambiguous words in a source language (in such a way as to be visually dis-
ambiguable) to the correct words corresponding to them in a target language. The MLT
dataset released with the introductory study demonstrates the structure of the data needed
for the task: A set of 4-tuples containing an ambiguous source word, its textual context (the
sentence in which the word occurs), its visual context (an image of which the sentence is a
caption), and the corresponding target word. In this study, the authors also report that MLT
accuracy is correlated with both automatic and human evaluation scores for MT, proposing
it as an alternative targeted evaluation metric for multimodal MT.

6.1.5 Video subtitle translation

The OpenSubtitles corpus (Tiedemann, 2016a; Lison and Tiedemann, 2016) from the
OPUS collection (Tiedemann, 2016b) is a freely-available resource containing large
amounts of parallel movie subtitles in 62 languages. Although there is a substantial amount
of noise in the OpenSubtitles data, the corpus has become a common training resource to
use for various flavours of MT. However, these subtitle samples do not have attached audio
or video, therefore training an MT system on OpenSubtitles does not suffice in making it
multimodal.

We construe the subtitle translation task as a multimodal MT task similar to caption
translation, but tackling movies rather than images, and video and audio rather than still
visuals attached to the text input. With these specifications, subtitle translation is likely
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to be a much more advanced and challenging task than caption translation, since it calls
for multiple non-text modalities in the source that are time-variant, and not directly corre-
sponding to the subtitles for each sample. Subtitle translation is intended to be the main
task for evaluating multimodal MT performance within the MeMAD project, and multime-
dia datasets that would enable experimentation toward this task are still being prepared
by project partners Yle and INA.

6.2 Approaches

For some multimodal language processing tasks, the traditional way is to put together a
pipeline as a divide-and-conquer method. The pipeline would divide the task into several
sub-tasks, and cascade different modules to handle each of them. Typically, one of the
tasks would involve modality conversion. For instance, in the case of spoken language
translation, this pipeline would first convert the input speech into text by an automatic
speech recognition module, and then redirect the output to a text-based MT module. This
is in contrast to end-to-end models, where the source language would be encoded into an
intermediate representation, and decoded directly into the target language. While pipeline
systems are less vulnerable to training data insufficiency compared to data-driven end-to-
end systems, they also eliminate intermodal transfer of implicit semantics, bear a risk of
error propagation between stages, and may not be easily applicable to some multimodal
NLP tasks. For their theoretical advantages and relevance to the state-of-the-art learning
architectures, end-to-end systems are of greater interest to the MeMAD project.

Figure 9: A visualisation of the convolutional neural network architecture used to encode images.
(Retrieved from https://goo.gl/9C8w6v.)

The practice of embedding words (or more accurately, translation units) into fixed-size,
dense, continuous vector representations has become a unanimous practice in NMT. For
compatibility with various NMT architectures as the state of the art further develops, mul-
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Figure 10: A visualisation of the time-delay neural network architecture used to encode audio.
(Retrieved from https://goo.gl/WdycBd.)

timodal MT systems are required to embed input data from other modalities, whether
alongside the text or instead of it, in a similar fashion. For visuals alone, the current best
practice is to use many convolutional neural network (CNN) layers stacked on top of each
other (see Figure 9), train the system for a relevant image processing task (e.g. object
detection), and use the output of the final hidden layer from the trained network as the
embedding for the image. The state of the art in encoding audio involves time-delay neural
networks (TDNN), which are modular feed-forward neural networks (see Figure 10) effi-
cient at modeling temporal context, to classify spans of audio into phones, which are then
decoded into sequences of words.

It should be noted that the best practices outlined above are for non-text modalities
in isolation, while the best practice of encoding the entire multimodal input is still de-
bated. In the multimodal MT literature, one group of studies seems to prefer employing
multiple encoders for different modalities and letting the attention mechanism handle the
rest (e.g. Libovický et al. (2016)), whereas another group is investigating ways to encode
multimodal input jointly into the same latent space (e.g. Elliott and Kádár (2017) and Zhou
et al. (2018)), as shown in Figure 12. For the former case, there are further questions of
how to plug the embeddings into the current MT architectures (see Figure 11 for visual
examples and Appendix A (Grönroos et al., 2018) for a summary), and how to adapt atten-
tion to multivariate input (e.g. by concatenating the input (Huang et al., 2016), employing
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Figure 11: Three different ways of plugging embeddings of non-text
modalities (Calixto et al., 2017) in a multimodal translation architecture.

separate attention heads (Libovický et al., 2016), or using hierarchical multi-layered atten-
tion (Moon et al., 2018)). For the latter case, the translation architecture learns to ground
knowledge between the modalities, which is only meaningful when the different modalities
describe different aspects of one notion (e.g. an image and its description, but not a video
clip and subtitles). Investigation of the trade-offs between these practices is of particularly
interest to MeMAD.

Furthermore, training a deep learning model to perform multiple tasks at once can im-
prove the model’s general performance at those by forcing the model to represent shared
knowledge in a broader sense, as long as the objectives of the tasks are relevant for each
other. While the idea has been implemented for multimodal MT in e.g. Elliott and Kádár’s
Imagination architecture (Elliott and Kádár, 2017) (see Figure 13), it is not nearly as well-
studied as in text-based multilingual MT (e.g. Johnson et al. (2016)). Furthermore, recent
studies of compound attention (Ćıfka and Bojar, 2018; Vázquez et al., 2018) described
attempts to reinstate the aggregate sequence embedding point between the encoder and
the decoder, and as a good side effect, they may have provided a mechanism for effi-
ciently learning to attend to multiple aspects of the same input data. This could be used
to encode e.g. both text and images into the same shared intermediate representation and
enable a multi-task training schedule that simultaneously learns to caption images and
(unimodally) translate captions, possibly bootstrapping an effective multimodal caption
translation model.
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Figure 12: An example architecture (Zhou et al., 2018) showing how to
encode multimodal input jointly into a shared space.

7 MeMAD status and plans

This section gives a summary of the current status and plans of multimodal translation in
the MeMAD project.

7.1 Image caption translation

The system description paper introducing our image caption translation system is included
as Appendix A (Grönroos et al., 2018). In this work, we performed a large number of
preliminary experiments, to determine the type of text-only translation system to extend,
and the optimal visual features to use. In the final system, we adapted the Transformer
architecture (Vaswani et al., 2017) to a multimodal setting by incorporating global image
features based on Mask R-CNN (He et al., 2017) object localisation outputs. For extracting
the visual features, we used the Detectron software1 using ResNeXt-152 (Xie et al., 2017)
as the basic image features. The final feature is an 80-dimensional vector expressing the
image surface area covered by each of the MS-COCO classes, based on the Mask R-CNN
masks. These visual features are then projected into a pseudo-word embedding which is
concatenated to the word embeddings of the source sentence.

We use two additional training corpora: COCO Captions (Chen et al., 2015) and Open-
1https://github.com/facebookresearch/Detectron
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Figure 13: A representation (Elliott and Kádár, 2017) of the Imagination architecture, representing
multimodal translation in a multi-task learning setting.

Subtitles2018 (Tiedemann, 2016a; Lison and Tiedemann, 2016). We extended COCO Cap-
tions to a synthetic multimodal and multilingual training set by forward translation from
English into French and German using a text-only translation system. To enable train-
ing with the text-only OpenSubtitles data, we feed in a dummy feature consisting of the
average vector of the visual features in the training data.

We apply a language model filtering technique to simultaneously remove noise from the
OpenSubtitles data and adapt it towards the image caption domain.

In the WMT multimodal machine translation shared task (Elliott et al., 2017), we have
the top scoring system for both English-to-German and English-to-French, according to
both the automatic metrics on the Flickr18 test set, and the human evaluations.

Our ablation experiments show that the effect of the visual features in our system is
small. Our largest gains come from the quality of the underlying text-only NMT system. We
find that appropriate use of additional data is effective for improving fluency and overall
translation quality. However, the large synthetic data does not contain examples where
visual disambiguation is possible, which also biases the model away from using the visual
information.

We consider the work on translation of still image captions to be completed for now, and
our aim is to use this work as a step towards translation of video captions with the ultimate
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goal of automatic generation of multilingual video captions.

7.2 Spoken language translation

We developed a pipeline SLT system for the English-to-German IWSLT speech translation
evaluation campaign. Our system description is included here as Appendix B (Sulubacak
et al., 2018). Our pipeline consists of a conventional ASR system, which converts English
speech into text. The ASR output text is then translated into German using an NMT system.

We did not apply any SLT-specific considerations in the ASR module. The module was
trained on the TED-LIUM corpus (release 2) (Rousseau et al., 2014), although we filtered
out some data from the training set to comply with the restrictions of the evaluation cam-
paign. We use the Kaldi toolkit (Povey et al., 2011) and a standard recipe included with
it. The recipe trains a TDNN acoustic model using the lattice-free maximum mutual in-
formation criterion (Povey et al., 2016). For language modelling, in addition to the audio
transcripts, the TED-LIUM corpus also includes a large amount of news domain text data.
Using these, we trained 4-gram language models as required by our module.

The ASR system achieves a word error rate (WER) of 8.83 on the standard test set of the
TED-LIUM corpus. This quantifies the amount of errors already present in the input text of
the NMT system. The ASR system output is also missing case and punctuation information.

The NMT system incorporates some well-established good practices, such as normalisa-
tion, byte-pair encoding, and the Transformer architecture. The competition provides a set
of TED talks transcribed into English, and translated by humans into German. These En-
glish transcripts and German translations, as well as English-German data from the Open-
Subtitles corpus, were used for training the NMT module.

We experimented with some special measures in the NMT training to help the model
cope with ASR-produced text as input. First, we extracted lists of the 50-best ASR decoding
hypotheses for the TED talks. This gave us actual ASR output, for which we also had the
corresponding German translations. Using 50-best lists rather than a single top-scoring
hypothesis, we hoped to capture some additional errors characteristic to ASR. However, as
the training data for the NMT module, we eventually used only the top 10 hypotheses.

We also briefly experimented with using a separate case and punctuation restoration
phase after translation. This was contrasted with a system that directly output full-cased
and punctuated text. The results from this experiment were inconclusive.

The OpenSubtitles data does not contain corresponding audio, so we could not extract
actual ASR output for it. Instead, we trained a separate NMT system to convert the subtitle
data into an ASR-like form using the 50-best lists and the corresponding ground truth En-
glish transcripts. Visually inspecting the results, the system seemed to successfully remove
case and punctuation, and make some modifications to the text resembling ASR errors.
In our development experiments, training on this data provided a small performance im-
provement, but the improvement was not reflected on the competition test set, and this
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method slightly degraded our performance instead.
On the test set, our best model used the ASR-decoded training data, and additional data

from the OpenSubtitles corpus. On the development set, the model had a BLEU score of
20.58, but on the test set, the BLEU score was only 16.45.

We also started developing an end-to-end system for the same task, as an extension of the
OpenNMT-py neural translation system. The work was not finished in time for the shared
task deadline. The architecture consisted of multiple encoders and decoders, trained in a
multi-task learning setting. We are exploring continuations for this work, implemented on
either OpenNMT-py or the ESPnet ASR system (Kim et al., 2017).

The USTC entry in the IWSLT competition included an end-to-end speech translation
system, which had a test set BLEU score of 19.4 (Liu et al., 2018). This was about nine
points lower than the best pipeline systems in the competition, which means there remains
much work to be done in end-to-end SLT research. However, the system was still somewhat
competitive (e.g. outperforming our pipeline system), which we take as an encouraging
sign for the end-to-end approach.

7.3 Video subtitle translation

Video subtitle translation will be our main focus in the near future. Our project-internal
data resources place us in a favourable position to address this task. We plan to explore
discourse-aware systems for subtitle translation. Subtitles can be augmented with meta-
data that could be helpful in translation. Speaker information and dialog structures make
it possible to adapt translation models, and the dynamic structure of the narrative could
be explored to improve coherence of the translations. We also plan to involve audio and
video signals to improve the integration of contextual features in this process. For example,
stress patterns and talking speed, pause duration, and other features could help in gener-
ating textual representations that better match the scenes. Visual information may help
to disambiguate certain expressions, even though this turns out to be difficult from our
experience on image caption translation. The narrative structure might help to accumulate
useful information from the video. For this, we will collaborate closely with WP2 on video
content description.

Another focus in subtitle translation is the combination of multimodal input with multi-
lingual models. Ultimately, we aim for the generation of translations in multiple languages
from video without further intervention. But even for training alone, it is useful to learn
from translations into several languages to pick up more information about the semantics of
the input. The multi-task learning setup that we envision for the end-to-end speech trans-
lation model (see Section 7.2) will be employed for the integration of multiple languages
enabling effective transfer learning. We recently developed a multilingual MT model that
combines language-specific encoders and decoders via a shared intermediate layer (which
we call the attention bridge (Vázquez et al., 2018). That system will be extended with
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multimodal support to serve our needs in MeMAD.

7.4 Audio description translation

We intend to explore data availability and feasibility of translating audio descriptions, as
a case study of domain adaptation. Translated audio description basically does not exist
in large quantities for training our models. Instead, we plan to adapt subtitle translation
models (see Section 7.3) to the scenario of audio descriptions by fine-tuning models with
limited data resources that we will have access to. Monolingual audio descriptions will
be useful via back-translation—a standard technique that improves domain adaptation in
NMT. We will also explore movie scripts and other manuscripts that can be linked to video
material. As datasets are scarce, audio description translation will remain a limited case
study and will need further attention in future work. Audio description translation will also
heavily depend on the success of WP2 and the automatic generation of such descriptions.
An end-to-end audio description generation model with translation capabilities will be dis-
cussed with the developers of the video content description system. Overall, we will focus
on the development of end-to-models in close collaboration with work package 2 and our
partners in MeMAD.

8 References

Yasuhiro Akiba, Marcello Federico, Noriko Kando, Hiromi Nakaiwa, Michael Paul, and
Jun’ichi Tsujii. 2004. Overview of the IWSLT 2004 evaluation campaign. In Proceed-
ings of the 2004 International Workshop on Spoken Language Translation, Kyoto, Japan.

Mikel Artetxe, Gorka Labaka, Eneko Agirre, and Kyunghyun Cho. 2018. Unsupervised
Neural Machine Translation.

Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio. 2015. Neural Machine Transla-
tion by Jointly Learning to Align and Translate. In Proceedings of the 3rd International
Conference on Learning Representations, pages San Diego, CA, USA. ArXiv: 1409.0473.
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Löıc Barrault, Marc Masana, Luis Herranz, and Joost van de Weijer. 2017. LIUM-CVC
Submissions for WMT17 Multimodal Translation Task. In Proceedings of the Second Con-
ference on Machine Translation, pages 432–439, Copenhagen, Denmark. Association for
Computational Linguistics.

Ozan Caglayan, Walid Aransa, Yaxing Wang, Marc Masana, Mercedes Garćıa-Mart́ınez,
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Specia, and Florian Metze. 2018. How2: A Large-scale Dataset for Multimodal Language
Understanding. arXiv:1811.00347 [cs]. ArXiv: 1811.00347.

36 MeMAD – Methods for Managing Audiovisual Data
Deliverable 4.1



memad.eu

info@memad.eu

Twitter – @memadproject

Linkedin – MeMAD Project

Mike Schuster and Kuldip K. Paliwal. 1997. Bidirectional recurrent neural networks. IEEE
Transactions on Signal Processing, 45(11):2673–2681.

Matthew Snover, Bonnie Dorr, Richard Schwartz, Linnea Micciulla, and John Makhoul.
2006. A Study of Translation Edit Rate with Targeted Human Annotation.

Lucia Specia, Frédéric Blain, Varvara Logacheva, Ramón F. Astudillo, and André Martins.
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Açıklama Oluşturma İçin Bir Denektaşı Veri Kümesi (TasvirEt: A Benchmark Dataset for
Automatic Turkish Description Generation from Images).

38 MeMAD – Methods for Managing Audiovisual Data
Deliverable 4.1



memad.eu

info@memad.eu

Twitter – @memadproject

Linkedin – MeMAD Project

A Appendix: WMT MeMAD system description paper

MeMAD – Methods for Managing Audiovisual Data
Deliverable 4.1

39



The MeMAD Submission to the WMT18 Multimodal
Translation Task

Stig-Arne Grönroos
Aalto University

Benoit Huet
EURECOM

Mikko Kurimo
Aalto University

Jorma Laaksonen
Aalto University

Bernard Merialdo
EURECOM

Phu Pham
Aalto University

Mats Sjöberg
Aalto University

Umut Sulubacak
University of Helsinki

Jörg Tiedemann
University of Helsinki

Raphael Troncy
EURECOM

Raúl Vázquez
University of Helsinki

Abstract

This paper describes the MeMAD project
entry to the WMT Multimodal Machine
Translation Shared Task.
We propose adapting the Transformer neu-
ral machine translation (NMT) architec-
ture to a multi-modal setting. In this pa-
per, we also describe the preliminary exper-
iments with text-only translation systems
leading us up to this choice.
We have the top scoring system for both
English-to-German and English-to-French,
according to the automatic metrics for
flickr18.
Our experiments show that the effect of
the visual features in our system is small.
Our largest gains come from the quality of
the underlying text-only NMT system. We
find that appropriate use of additional data
is effective.

1 Introduction
In multi-modal translation, the task is to trans-
late from a source sentence and the image
that it describes, into a target sentence in
another language. As both automatic image
captioning systems and crowd captioning ef-
forts tend to mainly yield descriptions in En-
glish, multi-modal translation can be useful
for generating descriptions of images for lan-
guages other than English. In the MeMAD
project1, multi-modal translation is of inter-
est for creating textual versions or descrip-
tions of audio-visual content. Conversion to
text enables both indexing for multi-lingual
image and video search, and increased access

1https://www.memad.eu/

Data set images en de fr sentences
Multi30k ✓ ✓ ✓ ✓ 29k
MS-COCO ✓ ✓ + + 616k
OpenSubtitles ✓ ✓ ✓ 23M/42M

1M, 3M, and 6M subsets used.

Table 1: Summary of data set sizes. ✓means at-
tribute is present in original data. + means data
set augmented in this work.

to the audio-visual materials for visually im-
paired users.

We adapt2 the Transformer (Vaswani et al.,
2017) architecture to use global image fea-
tures extracted from Detectron, a pre-trained
object detection and localization neural net-
work. We use two additional training corpora:
MS-COCO (Lin et al., 2014) and OpenSub-
titles2018 (Tiedemann, 2009). MS-COCO is
multi-modal, but not multi-lingual. We ex-
tended it to a synthetic multi-modal and multi-
lingual training set. OpenSubtitles is multi-
lingual, but does not include associated im-
ages, and was used as text-only training data.
This places our entry in the unconstrained cat-
egory of the WMT shared task. Details on the
architecture used in this work can be found in
Section 4.1. Further details on the synthetic
data are presented in Section 2. Data sets are
summarized in Table 1.

2 Experiment 1: Optimizing
Text-Based Machine Translation

Our first aim was to select the text-based MT
system to base our multi-modal extensions on.

2Our fork available from https://github.com/
Waino/OpenNMT-py/tree/develop_mmod



en-fr flickr16 flickr17 mscoco17
multi30k 61.4 54.0 43.1

+subsfull 53.7 48.9 47.0
+domain-tuned 66.1 59.7 51.7

+ensemble-of-3 66.5 60.2 51.6

en-de flickr16 flickr17 mscoco17
multi30k 38.9 32.0 27.7

+subsfull 41.3 34.1 31.3
+domain-tuned 43.3 38.4 35.0

+ensemble-of-3 43.9 39.6 37.0

Table 2: Adding subtitle data and domain tuning
for image caption translation (BLEU% scores). All
results with Marian Amun.

We tried a wide range of models, but only in-
clude results with the two strongest systems:
Marian NMT with the amun model (Junczys-
Dowmunt et al., 2018), and OpenNMT (Klein
et al., 2017) with the Transformer model.

We also studied the effect of additional train-
ing data. Our initial experiments showed that
movie subtitles and their translations work
rather well to augment the given training data.
Therefore, we included parallel subtitles from
the OpenSubtitles2018 corpus to train bet-
ter text-only MT models. For these experi-
ments, we apply the Marian amun model, an
attentional encoder-decoder model with bidi-
rectional LSTM’s on the encoder side. In our
first series of experiments, we observed that
domain-tuning is very important when using
Marian. The domain-tuning was accomplished
by a second training step on in-domain data af-
ter training the model on the entire data set.
Table 2 shows the scores on development data.
We also tried decoding with an ensemble of
three independent runs, which also pushed the
performance a bit.

Furthermore, we tried to artificially increase
the amount of in-domain data by translating
existing English image captions to German
and French. For this purpose, we used the
large MS-COCO data set with its 100,000 im-
ages that have five image captions each. We
used our best multidomain model (see Table 2)
to translate all of those captions and used
them as additional training data. This proce-
dure also transfers the knowledge learned by
the multidomain model into the caption trans-
lations, which helps us to improve the cover-
age of the system with less out-of-domain data.

en-fr flickr16 flickr17 mscoco17
A subs1MH+MS-COCO 66.3 60.5 52.1
A +domain-tuned 66.8 60.6 52.0
A +labels 67.2 60.4 51.7
T subs1MLM+MS-COCO 66.9 60.3 52.8
T +labels 67.2 60.9 52.7

en-de flickr16 flickr17 mscoco17
A subs1MH+MS-COCO 43.1 39.0 35.1
A +domain-tuned 43.9 39.4 35.8
A +labels 43.2 39.3 34.3
T subs1MLM+MS-COCO 44.4 39.4 35.0
T +labels 44.1 39.8 36.5

Table 3: Using automatically translated image
captions and domain labels (BLEU% scores). A is
short for Amun, T for Transformer.

Hence, we filtered the large collection of trans-
lated movie subtitles to a smaller portion of re-
liable sentence pairs (one million in the exper-
iment we report) and could train on a smaller
data set with better results.

We experimented with two filtering meth-
ods. Initially, we implemented a basic heuris-
tic filter (subsH), and later we improved on
this with a language model filter (subsLM ).
Both procedures consider each sentence pair,
assign it a quality score, and then select the
highest scoring 1, 3, or 6 million pairs, discard-
ing the rest. The subsH method counts termi-
nal punctuation (‘.’, ‘...’, ‘?’, ‘!’) in the source
and target sentences, initializing the score as
the negative of the absolute value of the differ-
ence between these counts. Afterwards, it fur-
ther decrements the score by 1 for each occur-
rence of terminal punctuation beyond the first
in each of the sentences. The subsLM method
first preprocesses the data by filtering samples
by length and ratio of lengths, applying a rule-
based noise filter, removing all characters not
present in the Multi30k set, and deduplicating
samples. Afterwards, target sentences in the
remaining pairs are scored using a character-
based deep LSTM language model trained on
the Multi30k data. Both selection procedures
are intended for noise filtering, and subsLM
additionally acts as domain adaptation. Ta-
ble 3 lists the scores we obtained on develop-
ment data.

To make a distinction between automati-
cally translated captions, subtitle translations
and human-translated image captions, we also



introduced domain labels that we added as
special tokens to the beginning of the input
sequence. In this way, the model can use ex-
plicit information about the domain when de-
ciding how to translate given input. However,
the effect of such labels is not consistent be-
tween systems. For Marian amun, the effect
is negligible as we can see in Table 3. For the
Transformer, domain labels had little effect on
BLEU but were clearly beneficial according to
chrF-1.0.

2.1 Preprocessing of textual data
The final preprocessing pipeline for the tex-
tual data consisted of lowercasing, tokeniz-
ing using Moses, fixing double-encoded enti-
ties and other encoding problems, and normal-
izing punctuation. For the OpenSubtitles data
we additionally used the subsLM subset selec-
tion.

Subword decoding has become popular in
NMT. Careful choice of translation units is
especially important as one of the target lan-
guages of our system is German, a morpho-
logically rich language. We trained a shared
50k subword vocabulary using Byte Pair En-
coding (BPE) (Sennrich et al., 2015). To pro-
duce a balanced multi-lingual segmentation,
the following procedure was used: First, word
counts were calculated individually for English
and each of the 3 target languages Czech3,
French and German. The counts were nor-
malized to equalize the sum of the counts for
each language. This avoided imbalance in the
amount of data skewing the segmentation in
favor of some language. Segmentation bound-
aries around hyphens were forced, overriding
the BPE.

Multi-lingual translation with target-
language tag was done following Johnson et al.
(2016). A special token, e.g. <TO_DE>
to mark German as the target language,
was prefixed to each paired English source
sentence.

3 Experiment 2: Adding Automatic
Image Captions

Our first attempt to add multi-modal infor-
mation to the translation model includes the

3Czech was later dropped as a target language due
to time constraints.

en-fr flickr16 flickr17 mscoco17
multi30k 61.4 54.0 43.1

+autocap (dual attn.) 60.9 52.9 43.3
+autocap 1 (concat) 61.7 53.7 43.9
+autocap 1-5 (concat) 62.2 54.4 44.1

en-de flickr16 flickr17 mscoco17
multi30k 38.9 32.0 27.7

+autocap (dual attn.) 37.8 30.2 27.0
+autocap 1 (concat) 39.7 32.2 28.8
+autocap 1-5 (concat) 39.9 32.0 28.7

Table 4: Adding automatic image captions (only
the best one or all 5). The table shows BLEU
scores in %. All results with Marian Amun.

incorporation of automatically created image
captions in a purely text-based translation en-
gine. For this, we generated five English cap-
tions for each of the images in the provided
training and test data. This was done by
using our in-house captioning system (Shetty
et al., 2018). The image captioning system
uses a 2-layer LSTM with residual connections
to generate captions based on scene context
and object location descriptors, in addition to
standard CNN-based features. The model was
trained with the MS-COCO training data and
used to be state of the art in the COCO leader-
board4 in Spring 2016. The beam search size
was set to five.

We tried two models for the integration of
those captions: (1) a dual attention multi-
source model that adds another input se-
quence with its own decoder attention and (2)
a concatenation model that adds auto captions
at the end of the original input string sepa-
rated by a special token. In the second model,
attention takes care of learning how to use the
additional information and previous work has
shown that this, indeed, is possible (Niehues
et al., 2016; Östling et al., 2017). For both
models, we applied Marian NMT that already
includes a working implementation of dual at-
tention translations. Table 4 summarizes the
scores on the three development test sets for
English-French and English-German.

We can see that the dual attention model
does not work at all and the scores slightly
drop. The concatenation approach works bet-
ter probably because the common attention

4https://competitions.codalab.org/
competitions/3221



model learns interactions between the different
types of input. However, the improvements
are small if any and the model basically learns
to ignore the auto captions, which are often
very different from the original input. The
attention pattern in the example of Figure 1
shows one of the very rare cases where we ob-
serve at least some attention to the automatic
captions.

Figure 1: Attention layer visualization for an ex-
ample where at least one of the attention weights
for the last part of the sentence, which corresponds
to the automatically generated captions, obtains a
value above 0.3

4 Experiment 3: Multi-modal
Transformer

One benefit of NMT, in addition to its strong
performance, is its flexibility in enabling differ-
ent information sources to be merged. Differ-
ent strategies to include image features both
on the encoder and decoder side have been
explored. We are inspired by the recent suc-
cess of the Transformer architecture to adapt
some of these strategies for use with the Trans-
former.

Recurrent neural networks start their pro-
cessing from some initial hidden state. Nor-
mally, a zero vector or a learned parameter
vector is used, but the initial hidden state is
also a natural location to introduce additional
context e.g. from other modalities. Initializing
can be applied in either the encoder (IMGE) or

decoder (IMGD) (Calixto et al., 2017). These
approaches are not directly applicable to the
Transformer, as it is not a recurrent model,
and lacks a comparable initial hidden state.

Double attention is another popular
choice, used by e.g. Caglayan et al. (2017).
In this approach, two attention mechanisms
are used, one for each modality. The atten-
tions can be separate or hierarchical. While
it would be possible to use double attention
with the Transformer, we did not explore it
in this work. The multiple multi-head at-
tention mechanisms in the Transformer leave
open many challenges in how this integration
would be done.

Multi-task learning has also been used,
e.g. in the Imagination model (Elliott and
Kádár, 2017), where the auxiliary task consists
of reconstructing the visual features from the
source encoding. Imagination could also have
been used with the Transformer, but we did
not explore it in this work.

The source sequence itself is also a pos-
sible location for including the visual informa-
tion. In the IMGW approach, the visual fea-
tures are encoded as a pseudo-word embedding
concatenated to the word embeddings of the
source sentence. When the encoder is a bidi-
rectional recurrent network, as in Calixto et al.
(2017), it is beneficial to add the pseudo-word
both at the beginning and the end to make
it available for both encoder directions. This
is unnecessary in the Transformer, as it has
equal access to all parts of the source in the
deeper layers of the encoder. Therefore, we
add the pseudo-word only to the beginning of
the sequence. We use an affine projection of
the image features V ∈ R80 into a pseudo-word
embedding xI ∈ R512

xI = Wsrc · V + bI .

In the LIUM trg-mul (Caglayan et al., 2017),
the target embeddings and visual features
are interacted through elementwise multiplica-
tion.

y′j = yj ⊙ tanh(W dec
mul · V )

Our initial gating approach resembles trg-mul.

4.1 Architecture
The baseline NMT for this experiment is
the OpenNMT implementation of the Trans-
former. It is an encoder-decoder NMT system



using the Transformer architecture (Vaswani
et al., 2017) for both the encoder and de-
coder side. The Transformer is a deep,
non-recurrent network for processing variable-
length sequences. A Transformer is a stack
of layers, consisting of two types of sub-layer:
multi-head (MH) attention (Att) sub-layers
and feed-forward (FF) sub-layers:

Att(Q,K, V ) = softmax(QKT

√
dk

)V

ai = Att(QWQ
i ,KWK

i , V W V
i )

MH(Q,K, V ) = [a1; . . . ; ah]W
O

FF(x) = max(0, xW1 + b1)W2 + b2
(1)

where Q is the input query, K is the key, and
V the attended values. Each sub-layer is indi-
vidually wrapped in a residual connection and
layer normalization.

When used in translation, Transformer lay-
ers are stacked into an encoder-decoder struc-
ture. In the encoder, the layer consists of a
self-attention sub-layer followed by a FF sub-
layer. In self-attention, the output of the pre-
vious layer is used as queries, keys and values
Q = K = V . In the decoder, a third context
attention sub-layer is inserted between the self-
attention and the FF. In context attention, Q
is again the output of the previous layer, but
K = V is the output of the encoder stack. The
decoder self-attention is also masked to pre-
vent access to future information. Sinusoidal
position encoding makes word order informa-
tion available.

Decoder gate. Our first approach is in-
spired by trg-mul. A gating layer is intro-
duced to modify the pre-softmax prediction
distribution. This allows visual features to di-
rectly suppress a part of the output vocabu-
lary. The probability of correctly translating a
source word with visually resolvable ambiguity
can be increased by suppressing the unwanted
choices.

At each timestep the decoder output sj is
projected to an unnormalized distribution over
the target vocabulary.

yj = W · sj + b

Before normalizing the distribution using a

en-fr flickr16 flickr17 mscoco17
IMGW 68.30 62.45 52.86
enc-gate 68.01 61.38 53.40
dec-gate 67.99 61.53 52.38
enc-gate + dec-gate 68.58 62.14 52.98

en-de flickr16 flickr17 mscoco17
IMGW 45.09 40.81 36.94
enc-gate 44.75 41.44 37.76
dec-gate 45.21 40.79 36.47
enc-gate + dec-gate 44.91 41.06 37.40

Table 5: Comparison of strategies for in-
tegrating visual information (BLEU% scores).
All results using Transformer, Multi30k+MS-
COCO+subs3MLM , Detectron mask surface, and
domain labeling.

softmax layer, a gating layer can be added.

g = σ(W dec
gate · V + bdecgate)

y′j = yj ⊙ g (2)

Preliminary experiments showed that gating
based on only the visual features did not work.
Suppressing the same subword units during
the entire decoding of the sentence was too
disruptive. We addressed this by using the de-
coder hidden state as additional input to con-
trol the gate. This causes the vocabulary sup-
pression to be time dependent.

gj = σ(Udec
gate · sj +W dec

gate · V + bdecgate)

(3)

Encoder gate. The same gating proce-
dure can also be applied to the output of the
encoder. When using the encoder gate, the
encoded source sentence is disambiguated, in-
stead of suppressing part of the output vocab-
ulary.

gi = σ(U enc
gate · hi +W enc

gate · V + bencgate)

h′i = hi ⊙ gi (4)

The gate biases bdecgate and bencgate should be
initialized to positive values, to start training
with the gates opened. We also tried combin-
ing both forms of gating.

4.2 Visual feature selection
Image feature selection was performed using
the LIUM-CVC translation system (Caglayan
et al., 2017) training on the WMT18 training



en-fr flickr16 flickr17 mscoco17
subs3MLM detectron 68.30 62.45 52.86

+ensemble-of-3 68.72 62.70 53.06
−visual features 68.74 62.71 53.14

−MS-COCO 67.13 61.17 53.34
−multi-lingual 68.21 61.99 52.40

subs6MLM detectron 68.29 61.73 53.05
subs3MLM gn2048 67.74 61.78 52.76
subs3MLM text-only 67.72 61.75 53.02

en-de flickr16 flickr17 mscoco17
subs3MLM detectron 45.09 40.81 36.94

+ensemble-of-3 45.52 41.84 37.49
−visual features 45.59 41.75 37.43

−MS-COCO 45.11 40.52 36.47
−multi-lingual 44.95 40.09 35.28

subs6MLM detectron 45.50 41.01 36.81
subs3MLM gn2048 45.38 40.07 36.82
subs3MLM text-only 44.87 41.27 36.59

+multi-modal finetune 44.56 41.61 36.93

Table 6: Ablation experiments (BLEU% scores).
The row subs3MLM detectron shows our best sin-
gle model. Individual components or data choices
are varied one by one. + stands for adding a com-
ponent, and − for removing a component or data
set. Multiple modifications are indicated by in-
creasing the indentation.

data, and evaluating on the flickr16, flickr17
and mscoco17 data sets. This setup is differ-
ent from our final NMT architecture as the vi-
sual feature selection stage was performed at
an earlier phase of our experiments. However,
the LIUM-CVC setup without training set ex-
pansion was also faster to train which enabled
a more extensive feature selection process.

We experimented with a set of state-of-the-
art visual features, described below.

CNN-based features are 2048-
dimensional feature vectors produced by
applying reverse spatial pyramid pooling on
features extracted from the 5th Inception mod-
ule of the pre-trained GoogLeNet (Szegedy
et al., 2015). For a more detailed description,
see (Shetty et al., 2018). These features are
referred to as gn2048 in Table 6.

Scene-type features are 397-dimensional
feature vectors representing the association
score of an image to each of the scene types
in SUN397 (Xiao et al., 2010). Each associ-
ation score is determined by a separate Ra-
dial Basis Function Support Vector Machine
(RBF-SVM) classifier trained from pre-trained
GoogLeNet CNN features (Shetty et al., 2018).

Action-type features are 40-dimensional

feature vectors created with RBF-SVM classi-
fiers similarly to the scene-type features, but
using the Stanford 40 Actions dataset (Yao
et al., 2011) for training the classifiers. Pre-
trained GoogLeNet CNN features (Szegedy
et al., 2015) were again used as the first-stage
visual descriptors.

Object-type and location features are
generated using the Detectron software5 which
implements Mask R-CNN (He et al., 2017)
with ResNeXt-152 (Xie et al., 2017) features.
Mask R-CNN is an extension of Faster R-CNN
object detection and localization (Ren et al.,
2015) that also generates a segmentation mask
for each of the detected objects. We generated
an 80-dimensional mask surface feature vector
by expressing the image surface area covered
by each of the MS-COCO classes based on the
detected masks.

We found that the Detectron mask surface
resulted in the best BLEU scores in all eval-
uation data sets for improving the German
translations. Only for mscoco17 the results
could be slightly improved with a fusion of
mask surface and the SUN 397 scene-type fea-
ture. For French, the results were more var-
ied, but we focused on improving the German
translation results as those were poorer over-
all. We experimented with different ways of
introducing the image features into the trans-
lation model implemented in LIUM-CVC, and
found as in (Caglayan et al., 2017), that trg-
mul worked best overall.

Later we learned that the mscoco17 test set
has some overlap with the COCO 2017 train-
ing set, which was used to train the Detec-
tron models. Thus, the results on that test
set may not be entirely reliable. However, we
still feel confident in our conclusions as they
are also confirmed by the flickr16 and flickr17
test sets.

4.3 Training
We use the following parameters for the net-
work:6 6 Transformer layers in both encoder
and decoder, 512-dimensional word embed-
dings and hidden states, dropout 0.1, batch

5https://github.com/facebookresearch/
Detectron

6Parameters were chosen following the OpenNMT
FAQ http://opennmt.net/OpenNMT-py/FAQ.html#
how-do-i-use-the-transformer-model



Figure 2: Image 117 was translated correctly as
feminine “eine besitzerin steht still und ihr brauner
hund rennt auf sie zu .” when not using the image
features, but as masculine “ein besitzer …” when
using them. The English text contains the word
“her”. The person in the image has short hair and
is wearing pants.

size 4096 tokens, label smoothing 0.1, Adam
with initial learning rate 2 and β2 0.998.

For decoding, we use an ensemble procedure,
in which the predictions of 3 independently
trained models are combined by averaging af-
ter the softmax layer to compute combined
prediction.

We evaluate the systems using uncased
BLEU using multibleu. During tuning, we also
used characterF (Popovic, 2015) with β set to
1.0.

There are no images paired with the sen-
tences in OpenSubtitles. When using Open-
Subtitles in training multi-modal models, we
feed in the mean vector of all visual features in
the training data as a dummy visual feature.

4.4 Results
Based on the previous experiments, we chose
the Transformer architecture, Multi30k+MS-
COCO+subs3MLM data sets, Detectron mask
surface visual features, and domain labeling.

Table 5 shows the BLEU scores for this con-
figuration with different ways of integrating
the visual features. The results are inconclu-
sive. The ranking according to chrF-1.0 was
not any clearer. Considering the results as a
whole and the simplicity of the method, we
chose IMGW going forward.

Table 6 shows results of ablation experi-
ments removing or modifying one component

or data choice at a time, and results when us-
ing ensemble decoding. Using ensemble decod-
ing gave a consistent but small improvement.
Multi-lingual models were clearly better than
mono-lingual models. For French, 6M sen-
tences of subtitle data gave worse results than
3M.

We experimented with adding multi-
modality to a pre-trained text-only system
using a fine tuning approach. In the fine
tuning phase, a dec-gate gating layer was
added to the network. The parameters of the
main network were frozen, allowing only the
added gating layer to be trained. Despite the
freezing, the network was still able to unlearn
most of the benefits of the additional text-only
data. It appears that the output vocabulary
was reduced back towards the vocabulary
seen in the multi-modal training set. When
the experiment was repeated so that the fine-
tuning phase included the text-only data, the
performance returned to approximately the
same level as without tuning (+multi-modal
finetune row in Table 6).

To explore the effect of the visual features
on the translation of our final model, we per-
formed an experiment where we retranslated
using the ensemble while “blinding” the model.
Instead of feeding in the actual visual features
for the sentence, we used the mean vector of
all visual features in the training data. The
results are marked -visual features in Table 6.
The resulting differences in the translated sen-
tences were small, and mostly consisted of mi-
nor variations in word order. BLEU scores for
French were surprisingly slightly improved by
this procedure. We did not find clear examples
of successful disambiguation. Figure 2 shows
one example of a detrimental use of visual fea-
tures.

It is possible that adding to the training
data forward translations of MS-COCO cap-
tions from a text-only translation system intro-
duced a biasing effect. If there is translational
ambiguity that should be resolved using the
image, the text-only system will not be able
to resolve it correctly, instead likely yielding
the word that is most frequent in that textual
context. Using such data for training a multi-
modal system might bias it towards ignoring
the image.



On this year’s flickr18 test set, our system
scores 38.54 BLEU for English-to-German and
44.11 BLEU for English-to-French.

5 Conclusions

Although we saw an improvement from in-
corporating multi-modal information, the im-
provement is modest. The largest differences
in quality between the systems we experi-
mented with can be attributed to the quality
of the underlying text-only NMT system.

We found the amount of in-domain training
data and multi-modal training data to be of
great importance. The synthetic MS-COCO
data was still beneficial, despite being forward
translated, and the visual features being over-
confident due to being extracted from a part
of the image classifier training data.

Even after expansion with synthetic data,
the available multi-modal data is dwarfed by
the amount of text-only data. We found that
movie subtitles worked well for this purpose.
When adding text-only data, domain adapta-
tion was important, and increasing the size of
the selection met with diminishing returns.

Current methods do not fully address the
problem of how to efficiently learn from both
large text-only data and small multi-modal
data simultaneously. We experimented with
a fine tuning approach to this problem, with-
out success.

Although the effect of the multi-modal in-
formation was modest, our system still had
the highest performance of the task partici-
pants for the English-to-German and English-
to-French language pairs, with absolute differ-
ences of +6.0 and +3.5 BLEU%, respectively.
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Abstract

This paper describes the MeMAD project entry to the IWSLT
Speech Translation Shared Task, addressing the translation
of English audio into German text. Between the pipeline and
end-to-end model tracks, we participated only in the former,
with three contrastive systems. We tried also the latter, but
were not able to finish our end-to-end model in time.

All of our systems start by transcribing the audio into
text through an automatic speech recognition (ASR) model
trained on the TED-LIUM English Speech Recognition
Corpus (TED-LIUM). Afterwards, we feed the transcripts
into English-German text-based neural machine transla-
tion (NMT) models. Our systems employ three different
translation models trained on separate training sets compiled
from the English-German part of the TED Speech Transla-
tion Corpus (TED-TRANS) and the OPENSUBTITLES2018
section of the OPUS collection.

In this paper, we also describe the experiments leading
up to our final systems. Our experiments indicate that us-
ing OPENSUBTITLES2018 in training significantly improves
translation performance. We also experimented with various
pre- and postprocessing routines for the NMT module, but
we did not have much success with these.

Our best-scoring system attains a BLEU score of 16.45
on the test set for this year’s task.

1. Introduction
The evident challenge of speech translation is the transfer
of implicit semantics between two different modalities. An
end-to-end solution to this task must deal with the challenge
posed by intermodality simultaneously with that of inter-
lingual transfer. In a traditional pipeline approach, while
speech-to-text transcription is abstracted from translation,
there is then the additional risk of error transfer between
the two stages. The MeMAD project1 aims at multilingual

1https://www.memad.eu/

description and search in audiovisual data. For this reason,
multimodal translation is of great interest to the project.

Our pipeline submission to this year’s speech transla-
tion task incorporates one ASR model and three contrastive
NMT models. For the ASR module, we trained a time-delay
neural network (TDNN) acoustic model using the Kaldi
toolkit [1] on the provided TED-LIUM speech recognition
corpus [2]. We used the transformer implementation of Mar-
ianNMT [3] to train our NMT models. For these models,
we used contrastive splits of data compiled from two differ-
ent sources: The n-best decoding hypotheses of the TED-
TRANS [4] in-domain speech data, and a version of the
OPENSUBTITLES2018 [5] out-of-domain text data (SUBS),
further “translated” to an ASR-like format (SUBS-ASR)
using a sequence-to-sequence NMT model. The primary
system in our submission uses the NMT model trained
on the whole data including SUBS-ASR, whereas one of
the two contrastive systems uses the original SUBS before
the conversion to an ASR-like format, and the other omits
OPENSUBTITLES2018 altogether.

We provide further details about the ASR module in Sec-
tion 2. Later, we provide a review of our experiments on
the NMT module in Section 3. The first experiment we de-
scribe involves a pre-processing step where we convert our
out-of-domain training data to an ASR-like format to avoid
mismatch between source-side training samples. Afterwards,
we report a postprocessing experiment where we retrain our
NMT models with lowercased data, and defer case restora-
tion to a subsequent procedure, and another where we trans-
late several ASR hypotheses at once for each source sample,
re-rank their output translations by a language model, and
then choose the best-scoring translation for that sample. We
present our results in Section 4 along with the relevant dis-
cussions.

2. Speech Recognition
The first step in our pipeline is automatic speech recogni-
tion. The organizers provide a baseline ASR implementation,



which consists of a single, end-to-end trained neural network
using a Listen, Attend and Spell (LAS) architecture [6]. The
baseline uses the XNMT toolkit [7]. However, we were not
able to compile the baseline system, so we trained our own
conventional, hybrid TDNN-HMM ASR system using the
Kaldi toolkit.

2.1. Architecture

Our ASR system uses the standard Kaldi recipe for the TED-
LIUM dataset (release 2), although we filter out some data
from the training set to comply with the IWSLT restrictions.
The recipe trains a TDNN acoustic model using the lattice-
free maximum mutual information criterion [8]. The audio
transcripts and large amount of out-of-domain text data in-
cluded with the TED-LIUM dataset are used to train a heav-
ily pruned 4-gram language model for first-pass decoding
and less pruned 4-gram model for rescoring.

2.2. Word Error Rates

The LAS architecture has achieved state-of-the-art word er-
ror rates (WER) on a task with two orders of magnitude more
training data than here [9], but on smaller datasets hybrid
TDNN-HMM ASR approaches are still considerably better.
Table 1 shows the results of our ASR model contrasted with
those reported by XNMT in [7], on the TED-LIUM devel-
opment and test sets.

Model Dev WER Test WER
TDNN + large 4-gram 8.24 8.83
LAS 15.83 16.16

Table 1: Word error rates on the TED-LIUM dataset.

3. Text-Based Translation
The ASR stage of our pipeline effectively converts the task
of speech translation to text-based machine translation. For
this stage, we build a variety of NMT setups and assess their
performances. We experiment variously with the training ar-
chitecture, different compositions of the training data, and
several pre- and postprocessing methods. We present these
experiments in detail in the subsections to follow, and then
discuss their results in Section 4.

3.1. Data Preparation

We used the development and test sets from 2010’s shared
task for validation during training, and the test sets from the
tasks between 2013 and 2015 for testing performance during
development. In all of our NMT models, we preprocessed
our data using the punctuation normalization and tokeniza-
tion utilities from Moses [10], and applied byte-pair encod-
ing [11] through full-cased and lowercased models as rele-
vant, trained on the combined English and German texts in

TED-TRANS and SUBS using 37,000 merge operations to
create the vocabulary.

We experiment with attentional sequence-to-sequence
models using the Nematus architecture [12] with tied em-
beddings, layer normalization, RNN dropout of 0.2 and
source/target dropout of 0.1. Token embeddings have a di-
mensionality of 512 and the RNN layer units a size of 1024.
The RNNs make use of GRUs in both, encoder and de-
coder. We use validation data and early stopping after five cy-
cles (1,000 updates each) of decreasing cross-entropy scores.
During training we apply dynamic mini-batch fitting with a
workspace of 3GB. We also enable length normalization.

For the experiments with the transformer architecture we
apply the standard setup with six layers in encoder and de-
coder, eight attention heads and a dynamic mini-batch fit to
8GB of work space. We also add recommended options such
as transformer dropout of 0.1, label smoothing of 0.1, a learn-
ing rate of 0.0003, a learning-rate warmup with a linearly in-
creasing rate during the first 16,000 steps, a decreasing learn-
ing rate starting at 16,000 steps, a gradient clip norm of 5 and
exponential smoothing of parameters.

All translations are created with a beam decoder of size
12.

3.1.1. ASR Output for TED Talks

Translation models trained on standard language are not a
good fit for a pipeline architecture that needs to handle noisy
output from the ASR component discussed previously in
Section 2. Therefore, we ran speech recognition on the entire
TED-TRANS corpus in order to replace the original, human-
produced English transcriptions with ASR output, which has
realistic recognition errors.

To generate additional speech recognition errors to the
training transcripts, we selected the top-50 decoding hy-
potheses. We did the same also for the development data
to test our approach. We can now sample from those ASR
hypotheses to create training data for our translation models
that use the output of English ASR as its input. We experi-
mented with various strategies varying from a selection of the
top n ASR candidates to different mixtures of hypotheses of
different ranks of confidence. Some of these are shown in Ta-
ble 2. In the end, there was not a lot of variance between the
scores resulting from this selection, and we decided to use
the top-10 ASR outputs in the remaining experiments to en-
courage some tolerance for speech recognition errors in the
system.

3.1.2. Translating Written English to ASR-English

The training data that includes audio is very limited and
much larger resources are available for text-only systems.
Especially useful for the translation of TED talks is the col-
lection of movie subtitles in OPENSUBTITLES2018. For
English-German, there is a huge amount of movie subtitles
(roughly 22 million aligned sentences with over 170 million



Training data Model BLEU
TED-ASR-TOP-1 AMUN 16.65
TED-ASR-TOP-10 AMUN 16.28
TED-ASR-TOP-50 AMUN 15.88
TED-ASR-TOP-1 TRANSFORMER 18.25
TED-ASR-TOP-10 TRANSFORMER 17.90
TED-ASR-TOP-50 TRANSFORMER 18.14

Table 2: Translating the development test set with different
models and different selections of ASR output and German
translations from the parallel TED-TRANS training corpus.

tokens per language) that can be used to boost the perfor-
mance of the NMT module.

The problem is, of course, that the subtitles come in reg-
ular language, and, again, we would see a mismatch between
the training data and the ASR output in the speech translation
pipeline. In contrast to approaches that try to normalize ASR
output to reflect standard text-based MT input such as [13],
we had the idea to transform regular English into ASR-like
English using a translation model trained on a parallel corpus
of regular TED talk transcriptions and the ASR output gen-
erated for the TED talks that we described in the previous
section. We ran a number of experiments to test the perfor-
mance of such a model. Some of the results are listed in
Table 3.

Training data Model BLEU
TED-ASR-TOP-10 AMUN 61.87
TED-ASR-TOP-10 TRANSFORMER 61.91
TED-ASR-TOP-50 AMUN 61.82

Table 3: Translating English into ASR-like English using a
model trained on TED-TRANS and tested on the develop-
ment test set with original ASR output as reference.

As expected, the BLEU scores are rather high as the tar-
get language is the same as the source language, and we only
mutate certain parts of the incoming sentences. The results
show that there is not such a dramatic difference between the
different setups (with respect to the model architecture and
the data selection) and that a plain attentional sequence-to-
sequence model with recurrent layers (AMUN) performs as
well as a transformer model (TRANSFORMER) in this case.
This makes sense, as we do not expect many complex long-
distance dependencies that influence translation quality in
this task. Therefore, we opted for the AMUN model trained
on the top-10 ASR outputs, which we can decode efficiently
in a distributed way on the CPU nodes of our computer clus-
ter. With this we managed to successfully translate 99% of
the entire SUBS collection from standard English into ASR-
English. We refer to this set as SUBS-ASR.

We did a manual inspection on the result as well to see

what the system actually learns to do. Most of the transfor-
mations are quite straightforward. The model learns to low-
ercase and to remove punctuation as our ASR output does
not include it. However, it also does some other modifica-
tions that are more interesting from the viewpoint of an ASR
module. While we do not have systematic evidence, Table 4
shows a few selected examples that show interesting patterns.
First of all, it learns to spell out numbers (see “2006” in
the first example). This is done consistently and quite accu-
rately from what we have seen. Secondly, it replaces certain
tokens with variants that resemble possible confusions that
could come from a speech recognition system. The replace-
ment of “E.U.” with “you” and “Stasi” with “stars he” in
these examples are quite plausible and rather surprising for a
model that is trained on textual examples only. However, to
conclude that the model learns some kind of implicit acoustic
model would be a bit far-fetched, even though we would like
to investigate the capacity of such an approach further in the
future.

Original Because in the summer of 2006, the E.U.
Commission tabled a directive.

ASR-REF because in the summer of two thousand and
six the e u commission tabled directive

ASR-OUT because in the summer of two thousand and
six you commission tabled a directive

Original Stasi was the secret police in East
Germany.

ASR-REF what is the secret police in east germany
ASR-OUT stars he was the secret police in east

germany

Table 4: Examples from the translations to ASR-like English.
In the first column, ASR-REF refers to the top decoding hy-
pothesis from the ASR model, while ASR-OUT is the output
of the model translating the output to an ASR-like format.

In Section 4, we report on the effect of using synthetic
ASR-like data on the translation pipeline.

3.2. Recasing Experiments

Our first attempt at a post-processing experiment involved
using case-insensitive translation models, and deferring case
restoration to a separate process unconditioned by the source
side that we would apply after translation. We used the
Moses toolkit [10] to train a recaser model on TED-TRANS.
Afterwards, we re-trained a translation model on TED-
ASR-TOP-10 and SUBS-ASR after lowercasing the train-
ing and validation sets, re-translated the development test set
with this model, and then used the recaser to restore cases
in the lowercase translations that we obtained. As shown in
Table 5, evaluating the translations produced through these
additional steps yielded scores that were very similar to those



obtained by the original case-sensitive translation models,
and the result of this experiment was inconclusive.

Training data BLEU BLEU-LC

TED-ASR-TOP-10+SUBS-ASR 19.79 20.43
TED-ASR-TOP-10+SUBS-ASR-LC 19.73 20.91

Table 5: Case-sensitive models (TRANSFORMER) versus
lowercased models with subsequent recasing. Recasing
causes a larger drop than the model gains from training on
lowercased training data. BLEU-LC refers to case-insensitive
BLEU scores.

3.3. Reranking Experiments

In addition to using different subsets of the n-best lists out-
put by the ASR model as additional training samples for the
translation module, we also tried reranking alternatives using
KenLM [14]. We initially generated a tokenized and lower-
cased version of TED-TRANS with all punctuation stripped,
and then trained a language model on this set. We used this
model to score and rerank samples in the 50-best lists, and
then generated a new top-10 subset from this reranked ver-
sion. However, when we re-trained translation models from
these alternative sets, we observed that the model trained on
the top-10 subsets before reranking exhibited a significantly
better translation performance. We suspect that this is be-
cause, while the language model is useful for assessing the
surface similarity of the ASR outputs to the source-side ref-
erences, it was not uncommon for it to assign higher scores
to ASR outputs that are semantically inconsistent with the
target-side references, causing the NMT module to produce
erroneous translations.

Similarly, we experimented with another language model
trained on the target side of TED-TRANS, without the pre-
processing. We intended this model to score and rerank out-
puts of the translation models, rather than the ASR module.
To measure the effect of this language model, we fed the au-
dio of our internal test set split through the ASR module, and
produced 50-best lists for each sample. Afterwards, we used
the language model to score and rerank the alternative tran-
scripts for each sample produced by translating this set, and
then selected the highest-scoring output for each sample. As
in the previous language model experiment, employing this
additional procedure significantly crippled the performance
of our translation models.

4. Results
The results on development data reveal expected tenden-
cies that we report below. First of all, as consistent with a
lot of related literature, we can see a boost in performance
when switching from a recurrent network model to the trans-
former model with multiple self-attention mechanisms. Ta-
ble 6 shows a clear pattern of the superior performance of

the transformer model that is also visible in additional runs
that we do not list here. Secondly, we can see the importance
of additional training data even if they come from slightly
different domains. The vast amount of movie subtitles in
OPENSUBTITLES2018 boosts the performance by about 3
absolute BLEU points. Note that the scores in Table 6 refer
to models that do not use subtitles transformed into ASR-like
English (SUBS-ASR) and which are not fine-tuned to TED
talk translations.

Training data Model BLEU
TED-ASR-TOP-10 AMUN 16.28
TED-ASR-TOP-10+SUBS AMUN 19.93
TED-ASR-TOP-10 TRANSFORMER 17.90
TED-ASR-TOP-10+SUBS TRANSFORMER 20.44

Table 6: Model performance on the development test set
when adding movie subtitles to the training data.

The effect of pre-processing by producing ASR-like En-
glish in the subtitle corpus is surprisingly negative. If we
look at the scores in Table 7, we can see that the performance
actually drops in all cases when considering only the untuned
systems. We did not really expect that with the rather posi-
tive impression that we got from the manual inspection of the
English-to-ASR translation discussed earlier. However, it is
interesting to see the effect of fine-tuning. Fine-tuning here
refers to a second training procedure that continues training
with pure in-domain data (TED talks) after training the gen-
eral model on the entire data set until convergence on vali-
dation data. Table 7 shows an interesting effect that may ex-
plain the difficulties of the integration of the synthetic ASR
data. The fine-tuned model actually outperforms the model
trained on standard data, which is due to a substantial jump
from untuned models to the tuned version. The difference be-
tween those models with standard data is, on the other hand,
only minor.

BLEU
Training data Untuned Tuned
TED-ASR-TOP-10+SUBS 20.44 20.58
TED-ASR-TOP-10+SUBS-ASR 19.79 20.80

Table 7: Training with original movie subtitles versus sub-
titles with English transformed into ASR-like English, be-
fore and after fine-tuning on TED-ASR-TOP-10 as pure in-
domain training data (TRANSFORMER).

The synthetic ASR data look more similar to the TED-
ASR data and, therefore, the model might get more confused
between in-domain and out-of-domain data than it does for
the model trained on the original subtitle data in connection
with TED-ASR. Fine-tuning to TED-ASR brings the model



back on track again and synthetic ASR data becomes mod-
estly beneficial.

Also of note is the contrast between the evaluation scores
we obtained in development and those from the official test
set. The translations we submitted obtain the BLEU scores
shown in Table 8 on this year’s test set.

Training data BLEU
TED-ASR-TOP-10 14.34
TED-ASR-TOP-10+SUBS 16.45
TED-ASR-TOP-10+SUBS-ASR 15.80

Table 8: BLEU scores from our final models
(TRANSFORMER)—respectively, the 2nd contrastive,
1st contrastive, and primary submission—on this year’s
test set. The scores from the two models with SUBS
in their training data were obtained after fine-tuning on
TED-ASR-TOP-10.

5. Conclusions
Apart from employing well-established practices such as nor-
malization and byte-pair encoding as well as the benefits of
using the transformer architecture, the only substantial boost
to translation performance came from our data selection for
the NMT module. The NMT module of our best-performing
system on this year’s test set was trained on TED-ASR-
TOP-10 and the raw SUBS, and later fine-tuned on TED-
ASR-TOP-10.

Although we ran many experiments to improve various
steps of our speech translation pipeline, their influence on
translation performance has been marginal at best. The ef-
fects of training with different TED-ASR subsets were hard
to distinguish. While using SUBS-ASR in training seemed
to provide a modest improvement in development, this ef-
fect was not carried over to the final results on the test set.
The later experiments with lowercasing and recasing had an
ambiguous effect, and those with reranking had a noticeably
negative outcome.

In future work, our aim is to further investigate what fac-
tors in a good speech translation model, and continue exper-
imenting in relation to these on the NMT module. We will
also try to improve our TDNN-HMM ASR module by replac-
ing the n-grams with an RNNLM, and try see how our com-
plete end-to-end speech-to-text translation model performs
after having sufficient training time.
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