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Abstract

This deliverable describes the final methods, tools and results developed within WP3. In
particular, it extends the preliminary methods for detecting and enriching moments that were
described in the Deliverable D3.2 and it completes and builds upon the MeMAD Knowledge
Graph that has been initiated in the Deliverable D3.1.
This deliverable extends the methods for detecting so-called important moments in a video.
The importance of a video sequence creating such a moment being highly subjective, we con-
sider proxies such as memorability. In this reporting period, we have participated in the Me-
diaEval 2020 Task on Predicting Media Memorability where we obtained the 3rd best results
among the 7 participants. We also evaluated our approach on two MeMAD corpora in order to
assess the generalization of our method when applied on very different video corpus in terms
of genre and themes which is deceptive and shows that this is still an open research prob-
lem. One key aspect of the success of this task is to rely on an effective content segmentation.
We tackled this problem by providing a new unsupervised method that we evaluate on the
MeMAD corpora. We also address another common problem for video archives which consists
in temporally aligning existing video content description with the media itself.
This deliverable extends also the methods for enriching important moments, mostly from tex-
tual inputs (e.g. ASR or descriptions provided by archivists) but also from the audio modality
with an attempt to extract named entity directly from the speech. We introduce a new library
and RESTFul API named ToMoDAPI that enables to compare topic modeling algorithms. We
provide a thorough and systematic comparison of existing methods in order to highlight the
importance of numerous parameters depending on what objective has to be optimized. We
also developed a new original method named ZeSTE that enables to predict the topics of a
piece of content, while providing explanations leveraging on the ConceptNet common sense
knowledge graph. Finally, we evaluate how we can categorize the MeMAD program sequences
in terms of topics in a zero-shot setting, without relying on a pre-trained dataset. We have con-
tinued to provide new methods for extracting and disambiguating named entities, from ASR
(textual input) or directly from the speech (audio input) and we have evaluated the results on
the MeMAD corpora. We participated in the TRECVID 2020 Video Summarization task where
we achieved the best performance by far.
Finally, we present MeMAD Explorer, a responsive web application that provides the function-
alities of an exploratory search engine that is built on top of the MeMAD Knowledge Graph. We
publish the MeMAD Knowledge Graph itself, enhanced by the numerous results coming from
the multimodal media analysis performed in WP2 (ASR, face recognition, deep captioning),
WP3 (Named Entity Recognition and Disambiguation, topics extraction, content segmenta-
tion) and WP4 (machine translation) obtained on medias from the MeMAD corpora.
This deliverable finally summarizes in an appendix the dissemination activities related to the
research work in MeMAD’s Work Package WP3 during its third year which amounts to 8 sci-
entific publications (including one journal article) and 3 other submissions currently under
review for this reported period.
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1 Introduction

Multimedia systems typically contain digital documents of mixed media types, which are in-
dexed on the basis of strongly divergent metadata standards. This severely hampers the inter-
operation of such systems. Therefore, machine understanding of metadata coming from dif-
ferent applications is a basic requirement for the inter-operation of distributed multimedia
systems. Furthermore, the content will be processed by automatic multimedia analysis tools
which have their own formats for exchanging their results. One of the main goals of MeMAD is
to enrich seed video content with additional content that come from diverse sources including
media archives and encyclopedia resources.

The general methodology that we follow consists of: i) semantifying the legacy metadata
coming with audiovisual content (program metadata coming from the producer, the broad-
caster and/or the archive) and ii) automatically extracting concepts and entities from the
subtitles or the text generated by automatic speech recognition on the audiovisual content.
The resulting knowledge graph can then be used to infer additional information in order to
enrich and hyperlink key video content moments.

In this deliverable, we describe how we have consolidated the methods for detecting so-
called important moments in a video. The importance of a video sequence creating such a
moment being highly subjective, we consider proxies such as memorability. In this reporting
period, we have participated in the MediaEval 2020 Task on Predicting Media Memorability
where we obtained the 3rd best results among the 7 participants. We have also evaluated our
approach on two MeMAD corpora in order to assess the generalization of our method when
applied on very different video corpora in terms of genre and themes. One key aspect of the
success of this task is to rely on an effective content segmentation. We tackled this problem
by providing a new unsupervised method that we evaluate on the MeMAD corpora. We also
address another common problem for video archives which consists in temporally aligning
existing video content description with the media itself (Section 2).

We have developed new methods for enriching important moments. In particular, we intro-
duce a new library and RESTFul API named ToMoDAPI that enables to compare topic modeling
algorithms. We provide a thorough and systematic comparison of existing methods in order
to highlight the importance of numerous parameters depending on what objective has to be
optimized. We develop a new original method that enables to predict the topics of a piece
of content, while providing explanations leveraging on the ConceptNet common sense knowl-
edge graph. Finally, we evaluate how we can categorize the MeMAD program sequences in
terms of topics in a zero-shot setting, without relying on a pre-trained dataset. We have contin-
ued to provide new methods for extracting and disambiguating named entities, from ASR or
directly from the speech and we evaluate the results on the MeMAD corpora. We participated
in the TRECVID 2020 Video Summarization task where we achieved the best performance by
far (Section 3).

Finally, we present MeMAD Explorer, a responsive web application that provides the func-
tionalities of an exploratory search engine that is built on top of the MeMAD Knowledge
Graph. We publish the MeMAD Knowledge Graph itself, enhanced by the numerous results
coming from the multimodal media analysis performed in WP2 (ASR, face recognition, deep
captioning), WP3 (Named Entity Recognition and Disambiguation, topics extraction, content
segmentation) and WP4 (machine translation) obtained on media from the MeMAD corpora
(Section 4).

We conclude this deliverable by providing future research directions (Section 5) and we list
our dissemination activities (Section A). The Appendixes contain the 8 accepted papers as well
as the 3 submissions which are still under review (Section B).
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2 Moments Detection

2.1 Predicting Media Memorability in MediaEval 2020

Considering video memorability as a useful tool for digital content retrieval as well as for sort-
ing and recommending an ever growing number of videos, the MediaEval Predicting Media
Memorability task aims at fostering the research in the field by asking its participants to auto-
matically predict both a short and a long term memorability score for a given set of annotated
videos. The full description for this task is provided in [1].

We described in Deliverable D3.2 [2] our 2019 approach for tackling this challenge. We
obtained the best score for the long term memorability prediction among all participants [3]
while [4] obtained the best score on short term memorability prediction. Both methods rely
on multimodal features. More precisely, we used the textual and visual modalities to provide
predictions and to operate a weighted average to obtain the final scores. We also experimented
with a visiolinguistic representation as an alternative to a weighted average that we presented
in the revised version of Deliverable D3.2 [2].

We emphasised on two critical limitations with the MediaEval 2019 dataset. First, the audio
was muted (there was no sound or speech). Second, the videos were very short and did not
contain a lot of actions. The videos provided in the 2020 edition overcame some of these lim-
itations: they contained more actions and included sound (despite generally not containing
any speech). Consequently, we adapted our approach and included audio features as well as
video features (rather than middle frame image features only) to our model. Finally, a key
contribution of our approach is to show that visiolinguistic representations also had comple-
mentary information to the text and vision scores. Our final model is a multimodal weighted
average with visual and audio deep features extracted from the videos, textual features from
the provided captions and visiolinguistic features. We published our method which is open
sourced at https://github.com/MeMAD-project/media-memorability.

2.1.1 Method

We trained separate models for the short and long term predictions using a 6-fold cross-
validation of the training set, which means that, given a total of 590 videos, we used 492
videos for training and 98 videos for testing each model. This setup was useful to evaluate our
model. Once the best parameters were known, we generated a new model trained on the 590
videos that was used on the test set that the sole organizers can evaluate.

Audio-Visual Features Our audio-visual memorability prediction scores are based on using
a feed-forward neural network with a concatenation of video and audio features in the input,
one hidden layer of units and one unit in the output layer. The best performance was obtained
with 2575-dimensional features consisting of the concatenation of 2048-dimensional I3D [5]
video features and 527-dimensional audio features. Our audio features encode the occurrence
probabilities of the 527 classes of the Google AudioSet Ontology [6] in each video clip. The
hidden layer uses ReLU activation1 and dropout during the training phase, while the output
unit is sigmoidal. The training of the network used the Adam optimizer [7]. The features, the
number of training epochs and the number of units in the hidden layer were selected with the
6-fold cross-validation. For short term memorability prediction, the optimal number of epochs
was 750 and the optimal hidden layer size 80 units, whereas for the long term prediction these
figures were 260 and 160, respectively.

We also experimented with other types of features and their combinations. These include
the ResNet [8] features extracted just from the middle frames of the clips as this approach

1https://en.wikipedia.org/wiki/Rectifier_(neural_networks)
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worked very well in 2019. The contents of the videos provided in 2020 are, however, such
that genuine video features I3D and C3D [9] work better than still image features. When I3D
and AudioSet features are used, C3D features do not bring any additional advantage.

Textual Feature We leverage the video descriptions provided by the organizers. First, all
the provided descriptions are concatenated by video identifier to get one string per video. To
generate the textual representation of the video content, we used the following methods:

• Computing TF-IDF, removing rare (less than 4 occurrences) and stopwords and accounting
for frequent 2-grams.

• Averaging GloVe embeddings for all non-stopwords words using the pre-trained 300d ver-
sion [10].

• Averaging BERT [11] token representations (keeping all the words in the descriptions up
to 250 words per sentence).

• Using Sentence-BERT [12] sentence representations. We use the distilled version that is
fine-tuned for the STS Textual Similarity Benchmark2.

For each representation, we experimented with multiple regression models and fine-tuned
the hyper-parameters for each model using the 6-fold cross-validation on the training set. For
our submission, we used the Averaging GloVe embeddings with a Support Machine Regressor
with an RBF kernel and a regulation parameter C = 1e− 5.

We also attempted enhancing the provided descriptions with additional captions automat-
ically generated using the DeepCaption3 software developed by the partner Aalto University.
We did not see an improvement in the results, which is probably due to the nature of the clips
provided for this year’s edition (as DeepCaption is trained on static stock images from MS
COCO and TGIF datasets).

Visiolinguistic Features ViLBERT [13] is a task-agnostic extension of BERT that aims to
learn the associations and links between visual and linguistic properties of a concept. It has a
two-stream architecture, first modelling each modality (i.e. visual and textual) separately, and
then fusing them through a set of attention-based interactions (co-attention). ViLBERT is pre-
trained using the Conceptual Captions data set (3.3M image-caption pairs) [14] on masked
multi modal learning and multi-modal alignment prediction. We used a frozen pre-trained
model which was fine-tuned twice, first on the task of Video-Question Answering (VQA) [15]
and then on the 2019 MediaEval Memorability task and dataset.

The 1024-dimensional features extracted for the two modalities can be combined in different
ways. In our experiment, multiplying textual and visual feature vectors performed the best for
short term memorability prediction. However, using the sole visual feature vectors worked
better for long term memorability prediction. Averaging the features extracted from 6 frames
performed better than only using only the middle frame. We experimented with the same set of
regression models as for the textual approach. In our submission, we used a Support Machine
Regressor with a regulation parameter C = 1e − 5 and an RBF or Poly kernel respectively for
short and long term scores prediction.

2.1.2 Results and Analysis

We prepared 5 different runs following the task description defined as follows:

• MeMAD1 = Audio-Visual Score
2https://huggingface.co/sentence-transformers/distilbert-base-nli-stsb-mean-tokens
3https://github.com/aalto-cbir/DeepCaption
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• MeMAD2 = Visiolinguistic Score

• MeMAD3 = Textual Score

• MeMAD4 = 0.5 * run1 + 0.2 * run2 + 0.3 * run3

• MeMAD5 = MeMAD4 with LT scores for LT task

For the Long Term task, all models except run5 use exclusively short-term scores. For runs 4
and 5, we normalise the scores obtained from runs 1, 2 and 3 before combining them.

Table 1: Average Spearman score obtained on a 6-folds cross validation of the Training set

Method Short Term Long Term

MeMAD1 0.2899 0.179
MeMAD2 0.214 0.1309
MeMAD3 0.2506 0.1372
MeMAD4 0.3104 0.2038
MeMAD5 0.067 0.1700

Table 1 provides the Spearman score obtained for each run when performing a 6-folds cross-
validation on the training set. We observe that our models use only the training set, as the
annotations on the later-provided development set did not yield better results. We hypothesize
that this is due to the fewer number of annotations per video available as many videos had a
score for 1 which we do not observe on the training set.

We present in Table 2 the final results obtained on the test set using models trained on the
full training set composed of 590 videos. We observe that the weighted average method which
uses short term scores works the best for both short and long term prediction, obtaining results
which are approximately double the mean Spearman score obtained across all the other teams.
This approach also ranks second for the long term memorability and third for the short term
memorability.

Table 2: Results on the Test set for Short Term (ST) and Long Term (LT) memorability

Method SpearmanST SpearmanL

MeMAD1 0.099 0.077
MeMAD2 0.098 -0.017
MeMAD3 0.073 0.019
MeMAD4 0.101 0.078
MeMAD5 0.101 0.067
AvgTeams 0.058 0.036

DCU-Audio 0.137 0.113
MG-UCB 0.136 0.077

CUC-DMT 0.06 0.049
KT-UPB 0.053 0.037

Essex-NLIP 0.042 0.043
DCU@ML-Labs 0.034 -0.01

GTHU-UPM 0.016 -0.041
MMSys 0.007 0.048

The other best teams also proposed multimodal models. In particular, the team who ranked
first in both tasks investigated the relevance of audio gestalt to evaluate the weight of the
audio modality on overall video memorability [16]. The team ranking second for short term
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memorability [17] showed that the audio modality performs relatively well for predicting
short-term memorability.

Our best results on the test set are however significantly worse than the ones we obtained
on average over the 6-folds of the training set suggesting that the test set is quite different
from the training set. The results for Long Term prediction are always worse than the ones for
Short Term prediction. Finally, even the best team scores are below the ones obtained for the
2018 and 2019 videos showing the difficulty of this task and the challenges ahead for their
generalization across video genres, duration and themes.

We have described a multimodal weighted average method proposed for the MediaEval 2020
Task on Predicting Media Memorability. One of our key contributions is to have empirically
demonstrated that video features performed the best in comparison to image, audio and text
separately. Similarly to last year, short term scores predictions correlated better with long
term scores than the predictions made when training directly on long term scores. Finally
considering the difference of results obtained between the training and test set, it would be
interesting to investigate further the differences between these datasets in terms of content
(video, audio and text) and annotations. We conclude that generalizing this type of task to
different video genres and characteristics remains a scientific challenge. The 2020 dataset is
closed to real-world in-domain data (if we compare with the 2019 dataset) but these academic
benchmarks still lack longer video content and detailed annotations.

2.2 Predicting Media Memorability in MeMAD corpora

Despite the limitations described above in terms of generalization of the method for predicting
memorable moments, we have attempted to predict the memorability scores of segments from
MeMAD videos using the ensemble approach we developed for MediaEval 2020. Our goal is to
assess the robustness of our approach when being confronted with a very different dataset. We
do not have ground truth annotations corresponding to short-term or long-term memorability
scores that could be used for training or even for testing. We have envisioned to leverage on
viewer data for programs available via IPTV, since fine-grained analytics is potentially avail-
able, considering that viewing peaks would match interesing moments. However, this data
was mostly flat without highlighting clear peaks.

We selected two MeMAD datasets:

• Yle Urheiluruutu: 12 episodes of a sport magazine program4

• Surrey20: 20 movie excerpts with a narrative arc5

As we do not have any ground truth available for these datasets, we perform a post-hoc
qualitative analysis, mainly focusing on the 6 segments predicted to be the most and the least
memorable moments. We only considered short term memorability, since in both our 2019
and 2020 approaches, we fond out that predicted short term memorability was a better proxy
for the true long term score than the predicted long term score.

2.2.1 Yle Urheiluruutu

Urheiluruutu is a Finnish sports magazine program by Yle highlighting the sports events and
results of that day. Each episode is very short (3-5 minutes) but there are also longer programs
weekly (up to 20 minutes) in which some sports phenomena are discussed in more detail. The
Yle Urheiluruutu dataset is composed of 12 episodes published every day between January 6,

4Production 3380 in Flow at https://platform.limecraft.com/memad/#productions/3380/material/
5Production 4236 in Flow at https://platform.limecraft.com/memad/#productions/4236/material/
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2021 and January 17, 2021. Each episode lasts from 4 to 20 minutes, the ones being published
on Saturday and Sunday being at least twice longer than the ones published on week days.

We chose shots as our segment unit and we computed the memorability score per shot. As
opposed to the MediaEval task setting, we did not have human written captions for every
segment. For the textual part, we therefore solely rely on automatically generated deep cap-
tions using the PicSOM tool developed as part of WP2. Figure 1 and 2 show respectively the
middle frame and the deep captions of some of the most and least memorable Urheiluruutu
segments. We specifically chose shots from different videos (among the 12 programs) and
different parts (of a program).

(a) a man in a hat is standing in the
water

(b) a woman is jumping in the air
on a court

(c) a man is playing a guitar while
wearing a hat

(d) tennis player is holding a racket
on a court

(e) a man holding a tennis racquet
on a tennis court

(f) a woman is dancing and singing
on stage

Figure 1: Middle frame and deep caption of some of the most memorable Urheiluruutu segments

We observe that the middle frame of the most memorable moments are much more diverse
visually than the images from the least memorable moments, which are almost all ice hockey
scenes. We also see a couple of faces in the most memorable segments and none in the least
memorable ones. This is in line with the 2019 MediaEval dataset were a lot of video with faces
were considered memorable.

In terms of automatically generated deep captions, we observed that the sports are often
misidentified for the most memorable segments. In particular, 2 captions out of those 6 exam-
ples wrongly mention the sport ’tennis’. However for the least memorable segments, ’hockey’
was once correctly identified. For the four other hockey pictures, the captions mention ’ski’
which is incorrect but related to winter sport nevertheless. Based on these observation, we per-
formed a keyword search in the deep captions of the whole dataset. It showed that the words
’hockey’ and ’ski’ become more frequent as the memorability score of the captions drops. The
keyword ’tennis’, on the contrary, is more frequent in the top memorable captions.
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(a) a group of people on skis in the
snow (b) a hockey player is unk a goal

(c) a man riding skis down a snow
covered slope

(d) a man is running and then unk
his arms

(e) a man is dancing and singing in
a room

(f) a man riding skis down a snow
covered slope

Figure 2: Middle frame and deep caption of some of the least memorable Urheiluruutu segments

2.2.2 Surrey20

The Surrey dataset is composed of 20 movies excerpts and it has been thoroughly described
in Deliverable D5.2. For this dataset, we have considered two different initial segmentations
in order to predict the memorability score of each segment. First, we consider a simple shot
segmentation as we did for the Yle Urheiluruutu sport magazines (Section2.2.1). Second, we
consider the Story Grammar annotations which were human made as part of the Deliverable
D5.2. We also rely on automatically generated deep captions. Figures 3 and 4 show respec-
tively the middle frame and deep captions of some of the most and least memorable Surrey20
shots. For all Figures, each segment is from a different film excerpt.

Shot segmentation. From Figures 3 and 4, we observe that the generated deep captions seem
to be more correct than the ones generated for the Urheiluruutu videos. However, it is difficult
to observe any features from the captions or images that would be specific to the most or least
memorable shots groups. For example in terms of captions, ’a man is sitting in a room and
talking’ ((b) in Figure 3) and ’a man is lying on a bed and talking’ ((e) in Figure 4) seem pretty
close but their memorability ranking is not.

An interesting example, however, is the image (b) from Figure 3 and image (d) from Figure 4
depicting different moments of the same scene. Our approach predicted that the image with
the face of the person would be memorable whereas the one without his face is one of the
least memorable segment.

Overall, the results we observe might suggest that predicting what is memorable in a movie
is a task that requires considering other aspects such as dialogue or information about the
story. That is why, we did an experiment with the same dataset but with longer segments
created by an annotator who segmented the video where the story grammar was changing.
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(a) a man is driving a car and look-
ing at something

(b) a man is sitting in a room and
talking

(c) a woman is walking down a hall-
way with a man

(d) a woman is laying on her stom-
ach and smiling (e) a woman is dancing in a room

(f) a person holding a camera in a
bathroom

Figure 3: Middle frame and deep caption of some of the most memorable Surrey shots

(a) a man is walking through a door
and then he stops

(b) a man is jumping on a chair and
then falls

(c) a man is putting his hand on his
face

(d) a man is typing on a computer
keyboard

(e) a man is lying on a bed and talk-
ing

(f) a man in a suit and tie is standing
in front of a window

Figure 4: Middle frame and deep caption of some of the least memorable Surrey shots
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(a) DeepCaption: A man in a car
with a cell phone.

(b) Subtitle: Bruce: Yep, yep.
Meeting started. Without me. This
is my luck. This is my luck!

(c) Story Grammar: Consequence

(d) DeepCaption: a woman is walk-
ing down a path with a child

(e) Subtitle: No dialogue in this se-
quence

(f) Story Grammar: Internal Re-
sponse

(g) DeepCaption: a woman is walk-
ing through a door and then falls

(h) Subtitle: Carrie: It’s a little loud

(i) Story Grammar: Initiating Event

.

(j) DeepCaption: a man is lying on
the ground and ¡unk¿ his head

(k) Subtitle: Julio: Wake up dad!
Dad wake up!

(l) Story Grammar: Consequence

(m) DeepCaption: a man is sitting
in a chair and smiling

(n) Subtitle: Andy: Happy birth-
day.

(o) Story Grammar: Plan

(p) DeepCaption: a woman is smil-
ing and looking down

(q) Subtitle: Jenny: Heh heh heh.
David: No? Alright, up to you

(r) Story Grammar: Reaction

Figure 5: Some of the most memorable Surrey Story Units segments

Story Grammar segmentation. For this experiment, we made use of the dialogue that we con-
catenated with the automatically generated deep captions. Figures 5 and 6 show the middle
frame, deep captions, subtitles and Story Grammar label of respectively some of the most and
least memorable Surrey20 segments.

We observe that the memorable segments are completely different from the ones selected
using a simpler shot segmentation. Among the most memorable segments, there is: one
woman smiling, an injured man in the ground and someone with a birthday cake. These
events are diverse but seem to be accurate candidates for memorable moments. We also can
see that a large majority of the least memorable segments do not contain dialogues or only
very short ones. This is interesting because our model was not trained on any dialogue data,
but rather on captions. These results suggest that our model was able to somehow integrate
the dialogue information. If we have a closer look at the subtitles of the most memorable
segments, we find ’happy birthday’, Wake up dad! Dad wake up!’, or ’This is my luck. This is
my luck!’, which as far as a human can tell, seem to be potentially memorable moments.

Each of the segment is associated to a Story Segment which was not used as an input to
our model. We can see that in the least memorable segments, four out of six are labeled as
’Setting’ when none of the most memorable moments have this label. The most memorable
moments, on the contrary, do not seem to be associated with one Story Segment in particular.

In conclusion, we have experimented with two different genres of videos (sport magazines
and excerpt of movies), as well as two different types of segmentation (shot segmentation and
human generated Story Grammar segments). It is not possible to compare these results with
the ones obtained on MediaEval due to the lack of a ground truth. However, these experi-
ments showed some interesting observations that would need to be further researched. First,
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(a) DeepCaption:

(b) Subtitle: Nate: You look really
pretty.

(c) Story Segment: Consequence

(d) DeepCaption: a man is sitting
in a chair and ¡unk¿ his head

(e) Subtitle: No dialogue in this se-
quence

(f) Story Grammar: Setting

(g) DeepCaption: a man laying on a
bed with a woman

(h) Subtitle: No dialogue in this se-
quence

(i) Story Grammar: Setting

(j) DeepCaption: a man is looking
at something and then looks away

(k) Subtitle: Julian: Uhh. . . RA-
DIO: ...Sixth Avenue freeway is tied
up around Lincoln, but six eighty-
five is looking just dandy in both di-
rections. . . more traffic reports on
the ’Five’ ... but coming up ...

(l) Story Grammar: Setting

(m) DeepCaption: a man is walking
down a hallway and then falls

(n) Subtitle: No dialogue in this se-
quence

(o) Story Grammar: Setting

(p) DeepCaption: a man is looking
at a woman and then she looks away

(q) Subtitle: No dialogue in this se-
quence

(r) Story Grammar: Reaction

Figure 6: Some of the least memorable Surrey Story Grammar segments

MeMAD – Methods for Managing Audiovisual Data
Deliverable 3.3

15



our model considers some sports to be more memorable than others (tennis versus ski/hockey)
which may be correlated to their frequency. Second, for movies, we demonstrate that using
different segmentations produce very different results. The Story Grammar segmentation’s
results are more easily interpretable for humans. This could suggest that an adequate segmen-
tation is an important requirement to obtain meaningful results. These results also suggested
that using subtitles might be useful to our model, despite not having been trained on it. Fi-
nally, the Story Grammar ’setting’ is very represented in the least memorable segments. These
preliminary conclusions have encouraged us to work further on providing automatic methods
for segmenting the content that we describe in the next section.

2.3 Unsupervised Multimodal Content Segmentation

Content segmentation is the process of dividing a document into smaller coherent units of
meaning. In our use-case which is also described in Deliverable D7.4, we aim to segment long-
duration programs into smaller segments: each treating a different topic or subject matter.
This process is crucial both for editing raw content for production as well as re-purposing it
for end users who may only be interested in specific topics or themes. However, it is a very
time-consuming task to perform manually as it requires an annotator to watch the entirety
of the program, and to precisely decide where units of content begin and end, even when
it is supported by a well-performing shot segmentation. We propose a multimodal approach
to automatically segment audiovisual media based on deep neural representations of both its
textual and visual content.

2.3.1 Method

We define the task of content segmentation as follows: given a video representing a full pro-
gram (e.g. an episode of news broadcast) as input, our method produces segment boundary
candidates, i.e. timestamps on the program runtime at which a topical segment is likely to end
and for the next one to start.

To do so, we consider the program as a sequence of two modalities:

• Visual: every program is a sequence of shots (i.e. a series of frames that runs for an
uninterrupted period of time from the same camera and the same angle). To produce
these shots, we use Flow’s shot segmentation service as described in the Deliverable D2.1.

• Textual: we run every program through the Automatic Speech Recognition service to
produce automatic subtitles for it. The program is thus represented as a sequence of
sentences produced by the ASR.

Figure 7: The unsupervised content segmentation pipeline (v1)
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Figure 7 shows the main building blocks of the pipeline, the main components are further
explained below.

2.3.2 Textual Feature Extraction

Once the automatic subtitles are generated, we transform every sentence into a fixed-
dimensional vector, allowing us to compare the content throughout the program runtime. We
use a pretrained multilingual Sentence-BERT [18] to encode all sentences from the subtitles
into a common 300-d representation space. Following that, we compute the similarity matrix
for all the textual content, i.e. we compute the cosine similarity between every sentence in
the program. Under the hypothesis that two sentences that are close in the representation
space have similar meaning and thus talk about the same topic, we generate candidates for
the segment boundaries at the sentences where this similarity is lowest, which suggests that the
topic has likely changed.

2.3.3 Visual Feature Extraction

Similarly to the textual similarity matrix, we form another matrix that describes the visual
similarity between the visual shots of the program. The creation of the similarity matrix starts
with the extraction of vectors of visual features that characterise the contents of each shot.
In our approach, we have used the 2048-dimensional ResNet-152 feature extractor [8] and
applied it to the middle frame of each shot. After extracting the features, we calculate pair-
wise Euclidean distances between feature vectors, each representing one shot, and obtain a
symmetric square matrix in which the diagonal values are zero and all off-diagonal values
non-negative.

2.3.4 Modality Combination

In the next step, we combine the two matrices, similarity matrix of textual features and dis-
tance matrix of visual features, to form a multimodal distance matrix. The best predictions for
the locations of topic or subject changes in the program can then be found in that matrix. This
process consists of seven steps:

1. We resample each matrix with the temporal resolution of one second. As a result, both
matrices get the same dimensionality which is larger than their original dimensions. As
a visual shot and a spoken sentence usually lasts longer than one second, the resampling
means in practice that the rows and columns of the matrices are duplicated or expanded
to reflect the duration of the corresponding textual sentences and visual shots.

2. We multiply the values of the resampled textual similarity matrix with minus one to change
the direction of the values to match that of the visual distance matrix.

3. We equalise the values of each matrix to the range [0, 1]. Equalisation is obtained by
ordering the values of the matrix in the ascending order while storing mutually equal
values in the same bins. After that, the indices of the ordering, divided my the number of
elements in the matrix, form a value-equalised version of the distances scaled non-linearly
to the range [0, 1].

4. We create a combined multimodal distance matrix between pairs of seconds in the program
by element-wise summing of the two unimodal matrices. As an alternative for summing,
we also considered element-wise multiplication of the values.
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5. We then re-equalise the values of the multimodal distance sum matrix to the range [0, 1] in
a manner similar to the process described in Step 3.

6. Next, we form a segmentation score that quantifies how different the contents of each
particular second of the program is from its preceding and succeeding seconds. For this
purpose, we sum the differences of the distance matrix values in a sliding time window
that expands to w seconds in the past and the same number of seconds in the future. More
precisely, we define the segmentation score s(t) at time t as

s(t) =
w∑

i=1

(m[t, t− i]−m[t− 1, t− i]) +
w−1∑

i=0

(m[t− 1, t+ i]−m[t, t+ i]) , (1)

where m[i, j] are values of the equalised multimodal distance matrix and the terms in-
volving matrix values that are not defined are ignored. This segmentation score is then
normalised by dividing each value s(t) with the maximum of all s(t). In our experiments
we used the window length w = 30 seconds.

7. Finally, we select the predicted topic change positions by locating the maximum value of
s(t). After selecting the maximum position t∗ and storing the corresponding segmentation
score value s(t∗), we apply non-maximum suppression and set the located maximum seg-
mentation value and all preceding and succeeding values less than l seconds apart from it
to zero. This step is repeated as long as positive segmentation score values can be found.
In our experiments we used different l values for different content types.

Figure 8 shows an example how the textual similarity matrix and the visual distance matrix
are combined in unsupervised multimodal content segmentation. The top-left matrix shows
the similarities between the 61 textual sentences in the program. In that plot, the bright
colours correspond to large similarity values, whereas in the remaining plots the dark shades
correspond to small distance values. The top-center matrix is the textual distance matrix after
resampling the original matrix to the resolution of one second, changing the direction of the
values, and equalising the values to the range [0, 1], as described in Steps 1–3 in the above pro-
cess description. Similarly, the bottom-left matrix shows the original visual feature distance
matrix between the 38 visual shots of the program and the bottom-center matrix displays the
same matrix after second-based resampling and value equalisation. The bottom-right matrix is
the result of Steps 3–4, where the two unimodal matrices have been summed and re-equalised.
The top-right matrix shows the alternative version obtained with multiplication. The vertical
lines in the bottom panes below the matrices show the [0, 1]-normalised values of the seg-
mentation score defined in Step 6. Its maximum locations, after non-maximum suppression
described in Step 7, are then used as the predicted topic change positions.

2.3.5 Evaluation

To evaluate our approach, we perform a quantitative analysis using metrics from the literature,
as well as a qualitative analysis of the output on some episodes for which we have both the
segmentation ground truth (provided as metadata) and the automatically generated subtitles.
While the method is unsupervised (it does not have a training component), all the used models
are pretrained and the evaluation requires manually-annotated content to compare our results
to human judgement.

For the automatic evaluation, we use the two standard metrics known as WindowDiff[19]
and Pk[20], defined as follows:

• Pk: is the probability that two sentences drawn randomly from the program are correctly
identified as belonging to the same segment or not belonging to the same segment. The
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Figure 8: Stages of modality combination for unsupervised multimodal content segmentation. See text for the
processing steps and the description of the matrices.

metric assigns penalties via a moving window of length k. At each location, it determines
whether the two ends of the probe are in the same or different segments in the reference
segmentation, and increases a counter if the algorithm’s segmentation disagrees.

• WindowDiff : a variant of the Pk measure, which penalizes false positives and near misses
equally[21]. WindowDiff uses a sliding window over the segmentation; each window is
evaluated as correct or incorrect. WindowDiff is effectively 1 − accuracy for all windows,
but accuracy is sensitive to the balance of positive and negative data being evaluated.

For both metrics, an algorithm that assigns all boundaries correctly receives a score of 0 (the
lower these scores are, the better the segmentation is). Both metrics use a tolerance parameter,
k, which is recommended to be set to half of the average true segment size across the evaluated
corpus.

Datasets. We conduct our evaluation protocol on the following datasets.

• INA-44: We select a subset of INA programs for which we have a manually-made seg-
mentation for the content of the program. We only select programs that have been mostly
segmented (dropping the ones where the segmentation covers less than 60% of the con-
tent of the program). This leaves us with 44 programs with varying properties (duration,
number of segments, topics, etc).

• Yle Urheiluruutu: We select 12 episodes from Urheiluruutu, a sports news program, for
which we have a manually-made segmentation. The episodes vary a little in characteristics,
but they are all presented in the same format.
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Quantitative Evaluation. We report the automatic evaluation results in Table 3. We remind
that the tolerance parameter k is computed as follows:

k = ceil(
1

2
∗ Average number of sentences per program
Average numberof segments per program

)

Dataset N. videos Avg. N. Segments Avg. N. sentences k Pk WindowDiff

INA-44 44 15 171 6 0.39 0.54

Yle Urheiluruutu 11 5 155 20 0.36 0.44

Table 3: Automatic segmentation results on subsets of the MeMAD dataset

The quantitative analysis shows roughly that about 39% and 36% of sentences, in INA-
44 and Yle Urheiluruutu respectively, fall outside of the segment they were supposed to be
(taken into account the tolerance parameter k), which could be in part due to the errors in
the automatically generated subtitles. The higher scores of WindowDiff show that the main
source of this error comes from near misses and false positives.

Qualitative Evaluation. Yle’s professional editors have a posteriori evaluated the automati-
cally generated segmentation. They generally observe that AI-based content segmentation is
not yet able to produce sufficiently accurate results. When the editors looked at the timecode
data generated by the system, the results included a large number of detected segment bound-
aries that did not actually represent the start or endpoint of a segment, but that are typical
intra-scene breaks in a TV program, such as gaps in the music track, pauses in conversation,
change of a spoken language, switch of camera angle, etc. Overall, the automatically provided
timecode data for the two programs Strömsö and Urheiluruutu could not be directly utilised
as a guide for publishing the program’s chapter markers which still has to be determined man-
ually. Future evaluations need to be conducted in order to precisely judge the help that such
technologies bring for semi-automatically adjusting the segment boundaries.

We observe better segmentation results on INA’s programs, in particular, when the program
genre is news. Conversely, when the program’s genre is a sport magazine, the results are
again disappointing revealing once more the difficulty of performing an adequate automatic
content segmentation when there is a strong content coherency (e.g. the entire program is
about sports).

2.4 Distant-Supervised Multimodal Content Segmentation

While Section 2.3 has described a fully unsupervised method for performing content segmen-
tation, we describe in this section a method that leverages on an existing description of the
content as a helper for segmenting the content. We therefore define the Content Alignment
task as the goal of finding segment boundaries within the video content of a program while
being provided with a human generated description of the program content which does not
contain any timecode. In the case of MeMAD, these human generated content descriptions are
typically a short description (leads) or a producer summary. The goal of this task is to aid the
segmentation by providing a time reference to segments corresponding to content description.

2.4.1 Method

The pipeline used for content alignment is very similar to the segmentation pipeline (Figure 7),
except that we do not leverage on any visual content. The similarity matrix is computed for
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Figure 9: Segmentation results on a sample from INA dataset

Figure 10: Segmentation results on a sample from Ulheiluruutu dataset

each pair of subtitle-description. Then, the segment boundaries are proposed to match the
regions (defined by a sliding window) based on the similarity scores. The lowest succession
of scores, i.e. where the description is very dissimilar to the content of multiple sentences, is
suggesting a change in topic.

2.4.2 Evaluation

For evaluation, we use again the same INA-44 dataset which does not only contain the ground-
truth segmentation of the content, but also content descriptions in the form of segment titles.
We use the same metrics for evaluation, and we compare the results with the unsupervised
content segmentation method described above (Section 2.3).

Method Pk WindowDiff

Content Segmentation 0.39 0.54

Content Alignment 0.35 0.51

Table 4: Content alignment results on subsets of the INA dataset

We see that the scores obtained are better (closer to 0) than those relying solely on the
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Figure 11: The content alignment pipeline (v1)

content of the subtitles themselves (Section2.3). The improvement is however not very signif-
icant. There is still further development to be made in researching better ways to map content
descriptions to program content and most notably, in providing representations that are better
suited for this task instead of using a generic pre-trained multilingual language model such as
Sentence-BERT. Other methods of pre-processing, aggregating, and scoring similarity can be
used and combined to further improve the results. There is also a general question as whether
this is always possible or not to establish a correspondence between a content description
authored by a documentalist with what is actually said in the program.
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3 Moments Enrichment

In this section, we explore various ways for enriching TV moments. First, we propose new
methods for extracting and predicting topics that can be attached to moments (Section 3.1).
In particular, we describe ToModAPI, a library and a RESTFul API that implements numerous
topic models and evaluation metrics. We compare the performance of numerous topic models
and we demonstrate that no one is superior to the others in any condition. We also present
ZeSTE, a novel method that leverages on the ConceptNet common sense knowledge graph in
order to predict the topics of a document in a zero-shot fashion while providing an explanation
for this prediction. We evaluate this method on the MeMAD corpora.

Second, we continue to investigate methods for extracting and disambiguating named en-
tities mentioned in media content (Section 3.2). The disambiguation is performed with re-
spect to Wikidata, thus providing encyclopedic enrichment to the programs. We propose a
novel method named GraphNER that proposes to use Graph Convolutional Network to extract
named entities as opposed to the traditional top performing methods using Bi-LSTM networks
and CRF. We also investigate how to extract named entities directly from the speech without
using the textual modality. Finally, we evaluate the performance of the named entity disam-
biguation tools on the MeMAD corpora and we contribute to the field by providing a new
ground truth for the Finnish language.

Third, we propose a novel method for generating summary which are character centric (Sec-
tion 3.3). In particular, we propose to leverage on fan-made content to drive the creation of
the summary which is seen as the last type of enrichment we propose. We have evaluated
our method on the BBC East Enders TV series as part of the TRECVID VSUM benchmarking
campaign where we ranked 1st.

3.1 Extracting and Predicting Topics

3.1.1 TOMODAPI: A Topic Modeling API to Train, Use and Compare Topic Models

From LDA to neural models, different topic modeling approaches have been proposed in the
literature. However, their suitability and performance is not easy to compare, particularly
when the algorithms are being used in the wild on heterogeneous datasets. In [22], we intro-
duced ToModAPI (TOpic MOdeling API), a wrapper library to easily train, evaluate and infer
using different topic modeling algorithms through a unified interface. The library is extensible
and can be used in Python environments or through a Web API. ToModAPI allows to have
a unified environment and protocol for comparing topic models, making use of a common
pre-processing and the same implementation for evaluation. In particular, the library provide
evaluation functions which rely on intrinsic metrics – different types of coherence, including a
word-embedding-based one – as well as on ground-truth ones – homogeneity, completeness,
v-measure [23].

The library is available as open source at https://github.com/D2KLab/ToModAPI/. A full
paper describing the library has been published at the NLP-OSS 2020 workshop colocated with
EMNLP 2020 (Annex B.3).

3.1.2 Watch Your Model: A Systematic Evaluation of Topic Models

Thanks to the unified framework ToModAPI, we empirically evaluate the performance of 9
topic models from the literature on different settings reflecting a variety of real-life situations
in terms of dataset size, number of topics, and distribution of topics, using both metrics that
rely only on the intrinsic characteristics of the results (coherence), as well as the agreement
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between the resulting topic distribution and their ground truth. Our findings reveal some
shortcomings regarding the common practices in topic models evaluation.

The results (Figure 12) reveal several differences between the trained models, which obtain
more or less better performances in specific settings. Among these, LDA proves to be the
most consistent resulting coherence, whereas the other algorithms excel in particular contexts
and can be specifically suitable for a given dataset. Embedding-based models are particularly
interesting because they prove to be less prone to generate meaningless topics. Increasing the
number of topics is particularly helpful on bigger datasets, as it allows the topic models to
find smaller yet more coherent subtopics within the collection, avoiding the drawback effect
of being too specific.

We submitted a full analysis to ACL 2021 (Annex B.4).

3.1.3 Towards Zero-shot Explainable Topic Categorization Using a Common Sense Knowledge
Graph

Assigning topical descriptors to media content is an essential task for understanding it on
a high level. Yet this task requires collecting and annotating domain-specific and language-
specific data to train classifiers to disambiguate between the different topics, and as a result,
when adding or changing the list of supported topics, one must collect new data and train a
new classifier.

We propose ZeSTE (for Zero-Shot Topic Extraction), a novel approach for topic categoriza-
tion based on leveraging ConceptNet, a common-sense knowledge graph, to find terms related
to labels of interest and perform zero-shot classification: i.e. without access to any labeled
documents. Because the classification is based on the knowledge graph content, we can gen-
erate an explanation to the classifier decision based on the nodes of the graph that are relevant
to the chosen label. Figure 13 shows the high-level classification pipeline for the method.

ZeSTE is publicly deployed at http://zeste.tools.eurecom.fr/ while the code has been
open sourced at https://github.com/D2KLab/ZeSTE. A paper describing and evaluating
ZeSTE has been submitted to the LDK 2021 conference (Annex B.9).

3.1.4 Zero-shot Theme Extraction on MeMAD corpora

To demonstrate the use of the aforementioned method, we try to simulate the case where we
have unlabeled data and we want to automatically tag it with its corresponding topic. To do
so, we select a subset of INA programs that has already been annotated with Themes, which
are close in principle to topics. These correspond to 80 programs tagged with 11 topics (labels
in French): Cinéma, Humour, Information, Littérature, Musique, Politique, Religion, Société,
Sport, Travail, and Variété.

As we can see in Table 5, for some labels such as Sport, Politics and Religion, the model is
pretty accurate when relying solely on the subtitles (or ASR) of the programs. This is due to
the fact that for these themes, the vocabulary used is strongly related to the label itself (e.g.
all discussions about sports inevitably mention terms related to sport). Whereas for the other
labels such as ”Information”, ”Humor”, ”Society”, ”Work” and ”Entertainment”, the content of
the programs is not necessarily related to the label itself. The surprisingly bad scores on Music,
upon inspection, is mostly due to the errors coming from the automatic transcription of the
programs.
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Figure 12: NPMI, Word embedding coherence and V-measure across the models trained on different datasets
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Figure 13: Illustration of the Zero-Shot topic categorization method (relation labels are omitted from the Label
Neighborhood for clarity). Each node on the graph is associated with a score that corresponds to the cosine
similarity between the graph embeddings of that node and the label node. We use the overlap between the
document terms and the label neighborhood to generate a score for the label, as well as a natural language
explanation for the prediction. We do so for all labels, and pick the one with the highest score.

3.2 Named Entity Recognition (NER) methodologies

3.2.1 GraphNER

Injecting real-world information (typically contained in Knowledge Graphs) and hand-crafted
features into a pipeline for training end-to-end Natural Language Processing models is an
open challenge. In this study, we propose to approach the task of Named Entity Recognition,
which is traditionally viewed as a Sequence Tagging problem, as a Graph Classification problem.
Instead of viewing each word in the sentence as a token in an ordered sequence, we model
it as a node in a graph that links it to other words from its context (its neighborhood in the
sentence), classes from external knowledge graphs (such as “Person first name”, “Company”,
or “Capital”), as well as other properties that are known to be relevant for the task such as
grammatical tags – all represented into nodes and fed as inputs to a classifier. We experiment
with a variety of graph modeling techniques, and we evaluate our approach on the referenced
CoNLL-2003 dataset6. Our results show that it is a promising direction towards integrating
external knowledge and human expertise into the dominant end-to-end training paradigm.

Approach. By casting Named Entity Recognition as a graph classification task, we provide as
an input to our model a graph representing the word in the training or the evaluation corpus
that we want to tag (the central node), as well as its context – words appearing before and
after it – and its tags (properties such as appearing in gazetteers, grammatical role, etc.),
and we output the entity type, as seen in Figure 14. This formalization allows, in theory, to
represent the entire context of the word (as graphs can be arbitrarily big), to explicitly model
the left and the right context independently, and to add different descriptors (tags) to each
word seamlessly (either as node features or other nodes in the graph) and thus help the model
to leverage knowledge from outside the sentence and the closed training process. This graph
is then embedded into a fixed-length vector and is fed to a classifier to predict the entity type.

6https://www.clips.uantwerpen.be/conll2003/ner/
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label Precision Recall F1-Score

sport 100.0 100.0 100.0

politique 77.3 70.8 73.9

religion 62.5 83.3 71.4

littérature 66.3 66.7 66.5

humour 60.0 42.9 50.0

information 38.9 70.0 50.0

musique 28.6 50.0 36.4

travail 100.0 100.0 18.2

société 0.0 0.0 0.0

variété 0.0 0.0 0.0

Table 5: Performance evaluation on INA data for a variety of themes

While we posit that this method is flexible and can integrate any external data in the form
of new nodes or node features in the input graph, we focus on the following properties that
are known to be related to the NER task:

• Context: which is made of the words around the word we want to classify.

• Grammatical tags: we use the Part of Speech tags (POS) e.g. ‘Noun’, ‘Verb’, ‘Adjective’, as
well as the shallow parsing tags (chunking) e.g. ‘Verbal Phrase’, ‘Subordinated Clause’ etc.

• Case: the presence of uppercase letters usually signify that a word refers to an entity. We
thus add the following tags: ‘Capitalized’ if the word starts with a capital letter, ‘All Caps’
if the word is made of only uppercase letters, and ‘Acronym’ if the word is a succession of
uppercase letters and periods.

• Gazetteers: we generate lists of words that are related to potential entity types such as
“Person First Name” and “Capital” (this is further explained in the next subsection).

Graph Representations. The literature on graph representations is diverse and provides a
very large space for model exploration. For our experiments, we choose one instance of each
of the several widely-used representations: a shallow neural auto-encoder, Node2Vec for node
embeddings, TransE for entity embeddings, and a GCN (Graph Convolutional Network) based
on [24]. We also train a two-layers neural network on a simple binary embedding of graph
nodes as a baseline.

The challenge of representing graphs does not end there, as we can materialize the idea
expressed so far in multiple ways:

• What constitutes the nodes of the graph and what can be modeled as a feature of the said
nodes?

• How to connect these nodes? Should everything be connected to the central node or
should the connection reflect the order in the sentence? Should these relations be seman-
tic, i.e. of different types?

• Should we account for the entire context of the word or just limit it to a fixed-size window,
and if so, what should be this window size?

• What is the direction of information propagation through the graph?

All of these design decisions (some are featured in Figure 15), on the surface, do not seem
to have straightforward answers. We detail some of the choices in the experiments section.
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Figure 14: NER as graph classification: instead of the traditional sequence tagging model (left side), we propose
to treat each word in a sentence as a graph where the word to classify is linked to the words from its context,
as well as other task related features such as grammatical properties (in green), gazetteers mentions (in yellow)
and task-specific hand-written features (in blue). The graph is turned into a fixed-length vector which is then
passed to a classifier to predict the word label.

Figure 15: Several potential representations of word graphs: (a) every word in the vocabulary and every
potential tag are nodes that are directly linked to the central node (b) the context nodes are connected in the
same order as they appear in the sentence, and the relations to the node are explicitly differentiated (as seen by
the color of the edges) (c) the same representation but with the tags added as node features to the central node,
not as nodes themselves, i.e. only words are modeled as nodes in this representation
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Experiments and Results. In this section, we detail the experiments we performed by training
our model on the CoNLL-2003 training dataset and report the results obtained on its evalua-
tion set. Unless specified otherwise, we consider the representation labeled as (a) in Figure 15,
i.e. every word and every tag is a node in the graph, and they are all directly linked to the
word to classify. To express the fact that different nodes relate to the central word with differ-
ent relations, we concatenate their representations separately. Thus, the graph representation
would be the concatenation of the individual representations of each type of relation (repre-
sented by different colors in the Figure 15). In case multiple nodes are attached to the central
node with the same relation, we average their representations. For all training methods, we
consider a context size of 3 (i.e. 3 words to the left and 3 words to the right of the central
word), we use ReLU as the activation function between layers, and for all classifiers, we add
weights to the loss function to accommodate for the unbalance in label distribution based on
this formula:

wlabeli =

√√√√min(count(labelj) for labelj in labels)

count(labeli)

We classify each word in the corpus into one of the 5 entity classes and we report on the
Accuracy, Micro-F1 and Macro-F1 scores for all trained models in Table 6. We note that the
difference between Micro-F1 and Macro-F1 score is due to the over-representation of the ”O”
label in the dataset, as the Macro-F1 score averages the F1 score on each class regardless of
its frequency, which brings the results down if the models doe not perform equally well on all
classes.

Binary Embedding baseline. For this model, we represent the graph as a binary embedding
of the different nodes that are present in it. Concretely, we concatenate a one-hot embedding
of the word, its left context and right context separately (multiple words can be present based
on the size of the context we want to consider), and one-hot embeddings for all other extra tags
in the vocabulary (e.g. gazetteers classes, POS tags, etc.). This binary representation is then
fed into a 2 layers feed-forward neural network to predict the label of the word. In Table 6,
Binary refers to the binary representation containing only the word and its neighborhood,
Binary+ adds POS, CHUNK and Case tags, and Binary++ adds gazetteers tags as well. This
later variant is the one which performs the best.

Binary Auto-Encoder. Using the same representation as Binary++, we first train a neural
encoder-decoder (both 2 layers neural networks) to reconstruct the input binary representa-
tion of the graph. We then use the encoder part to generate a fixed-length vector (embedding)
that is fed to a 2 layers feed-forward neural network to predict the label. We experiment with
multiple dimensions for the embedding and report the results in Table 6. We can see that
increasing the dimentionality of the embedding space (from 100 to 500 to 1000) improves
the results accordingly, but the performance is severely lower than the model that is trained
end-to-end with the binary representation.

Node Embeddings. We use Node2Vec7 to generate embeddings of different dimensions for
all nodes in our graphs (including tag nodes). The results, as reported in Table 6, show that
increasing the size of the embeddings does not significantly improve the results. We note again
that this method does not account for the different node types as context nodes and tag nodes
are all modeled similarly.

Graph Convolution Network. For this approach, we directly feed the graph data into a GCN
(without pre-computing some embedding for the graph). We base our model on GraphSAGE-
GCN [24], and we use the architecture based on this model from the PyTorch Geometric
Library 8 that we modify to account for additional node features and multi-class classification.

7https://snap.stanford.edu/node2vec/
8https://github.com/rusty1s/pytorch_geometric/blob/master/examples/proteins_topk_pool.py
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The architecture is detailed in Figure 16.
We report on two variants: GCN in which nodes are only characterized by their value (the

word itself or the tag), and GCN+, in which we append tags as one-hot features for the central
node (similarly to representation (c) in Figure15). Unlike the previous methods where we
linked all nodes to the central node, we link words to each other in the same order they
appear in the sentence, so that order is accounted for when propagating information through
the graph convolution and aggregation. In Table 6, we see that including the extra features
into the node representation notably improves the results.

Figure 16: The Graph Convolutional Network architecture (GCN+)

Results. We also report the results of the best model from each family of graph representa-
tions on the test set together with the currently best performing approach (LUKE) in Table 7.
Generally, we notice a sharp drop in performance for all models between the development and
test datasets (especially Node2Vec), which is probably due to the fact that the test set contains
a lot of words that do not appear in the training set (and thus get the < UNK > generic
representation).

Method Accuracy Micro-F1 Macro-F1

Binary 91.0 90.7 77.9

Binary+ 94.4 94.2 81.9

Binary++ 94.3 93.8 82.3

Auto-encoder-100 87.2 86.7 57.6

Auto-encoder-500 90.4 89.9 68.3

Auto-encoder-2000 91.8 91.5 71.7

Node2Vec-300 93.8 94.1 82.0

Node2Vec-500 93.8 94.1 82.5

Node2Vec-1000 93.8 94.1 82.1

GCN 96.1 96.1 86.3

GCN+ 96.5 96.5 88.8

Table 6: Results of different graph representations on CoNLL-2003 evaluation set
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Method Accuracy Micro-F1 Macro-F1

Binary++ 92.1 91.4 76.8

Auto-encoder-2000 91.8 91.5 70.4

Node2Vec-500 90.2 91.1 72.6

GCN+ 94.2 94.1 81.0

LUKE [25] 94.3

Table 7: Results of different graph representations on CoNLL-2003 test set

While the method proposed in this work shows some promising results, the performance
on the test set is significantly lower (13.2 macro-F1 score drop) than the best state-of-the-
art Transformer-based method as of today. This makes the approach, despite its theoretical
potential, unusable in its current state.

As we expressed before, multiple design choices were made to limit the design space of
models to experiment. Furthermore, it is known that hyper-parameters tuning can play a
considerable role in performance and this is not yet exhaustively done for most methods,
which leaves the possibility that different design choices and further tuning could lead to
better performances overall.

We have open sourced the implementation of GraphNER at https://github.com/Siliam/
graph_ner. A paper presenting this approach has been accepted at ESWC 2021 for the Poster
Session (Annex B.5).

3.2.2 Spoken NER

The conventional way of doing NER from speech is through a pipeline approach where first
an ASR system produces the transcripts and then a NER system annotates the transcripts
with named entity tags. In such case, both systems are trained independently of each other,
resulting in the ASR system not being optimized for the NER task and vice versa.

In this work, we present two approaches for doing named entity recognition from speech
in an end-to-end manner, where one system generates the transcripts and annotates them
with named entities. Both approaches are implemented using an attention-based encoder-
decoder architecture (AED). The first approach is called augmented labels (AL) and in this
approach during training, the original transcripts are augmented with named entity tags, such
that each word is followed by its corresponding tag. That way the system will learn to produce
transcripts that are annotated with named entities. The second approach is called multi-task
(MT) and it is an attention-based encoder-decoder architecture, similar to the augmented
labels approach. The difference between them is that in the multi-task approach, there are
two decoder branches, one for doing ASR and one for NER. Additionally, in this approach, we
are using the original transcripts and not the augmented ones.

Data. In our experiments, we used four different data sets in three different languages: En-
glish, Finnish, and Swedish.

English data. Even though the goal of the work was to do NER on low-resource languages,
we wanted to additionally test our models on a well-known language, like English.

For the English experiments, we used the whole LibriSpeech data set [26], consisting of
about 1000 hours of recordings. Since this data set is not annotated with gold-standard named
entity tags, we used a separate NER system to annotate the transcripts. The NER system that
was used for annotation is described in more detail later in the work. For testing the system
on a gold-standard named entity recognition data, we used a data set which is a subset of a
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combination of multiple ASR data sets, such as CommonVoice, LibriSpeech, and VoxForge. We
will call this data set English-Gold. The English-Gold data set is annotated and provided by
Hemant et al. [27]. The number of tokens and named entity tags in the English data sets are
presented in Table 8.

Parameters LibriSpeech English-Gold

Audio length 1000 h 148 h
Total tokens 9.6 M 1.3 M
Unique tokens 87600 41379
PER tags 194172 50552
LOC tags 66618 23976
ORG tags 11415 5025

Table 8: Data distribution for the LibriSpeech and English-Gold data sets.

Swedish data. For the Swedish experiments, we used the Sprakbanken corpus, which is a
public domain corpus, hosted by the National Library of Norway. The data set consists of 259
hours of recordings. Since the data set does not have gold-standard named entity tags, we
used a separate NER system to annotate the transcripts. The NER system that was used to
obtain the tags is described in more detail later in the work. The number of tokens and named
entity tags are presented in Table 9.

Parameters Count

Audio length 259 h
Total tokens 1.4 M
Unique tokens 69310
PER tags 23258
LOC tags 7585
ORG tags 2231

Table 9: Data distribution for the Swedish data set.

Finnish data. For the Finnish experiments, we used the Finnish parliament data set [28],
consisting of about 1500 hours of recordings from the Finnish parliament. Since we do not
have gold-standard named entity annotations for this data set, we used a separate NER system
to obtain them. The NER system that we used to annotate the transcripts is explained later in
the work. The number of tokens and named entity tags in the data set are presented in Table
10.

Parameters Count

Audio length 1500 h
Total tokens 7.3 M
Unique tokens 337423
PER tags 44984
LOC tags 73860
ORG tags 65463

Table 10: Data distribution for the Finnish parliament data set.

NER systems for annotating the ASR data sets. For annotating the English LibriSpeech data
set, we used the large uncased BERT model [29], which we fine-tuned on the CoNLL 2013
data set [30]. To obtain the named entities for the Swedish ASR data, we used the Swedish
BERT model [31], which was already optimized for the NER task.

For annotating the Finnish parliament data set with named entity tags, we used a NER system
that was developed at Aalto University. The system uses a bidirectional LSTM (BLSTM) neural
network [32] with a Conditional random field (CRF) [33] on top. The architecture utilizes
word, character, and morph embeddings. The architecture is explained in more detail in [34].
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Pipeline NER systems. To see how the pipeline approach of first generating the transcripts
using an ASR system, and then annotating them with a NER system performs in comparison
to our proposed models, we trained BLSTM-CRF models for each of the data sets. The archi-
tecture and the parameters are identical to the NER branch in the multi-task approach, which
is explained later in the work.

Augmented labels approach. The augmented labels approach uses an attention-based encoder-
decoder architecture, which takes as input audio features and outputs the corresponding tran-
scripts, annotated with named entity tags. The encoder is a BLSTM neural network, that takes
the audio features, in our case log filter banks, and compresses them in a hidden vector rep-
resentation that is passed to the decoder. The decoder is an LSTM neural network that is
initialized using the hidden vector representation. The job of the decoder is to produce the
transcripts, annotated with named entity tags. It does that using the Luong attention mecha-
nism [35], where as scoring function, we used hybrid + location-aware, as described in [36].
In the experiments where we additionally used the CTC loss function [37], the final loss was
calculated as:

Lasr = λLctc + (1− λ)Laed (2)

where, Lctc is the CTC loss, Laed is the decoder loss and λ is the weighting factor that deter-
mines the contribution of the separate loss functions to the final loss.

As true labels, in this approach we used the original transcripts, augmented with named
entity tags, in a way that each word is followed by its corresponding tag. That way, the system
can learn to generate transcripts annotated with named entity tags. A sample output from this
approach is shown in Figure 17.

Figure 17: Augmented labels output.

Multi-task approach. The multi-task approach is an attention-based encoder-decoder archi-
tecture, similar to the augmented labels approach. The difference between them is that in this
approach we have two separate decoder branches. The first branch does the ASR and is iden-
tical to the one in the augmented labels approach, whereas the second one does the named
entity tagging, and it consists of a BLSTM with a CRF layer on top.

Since we have two decoder branches, two loss functions need to be jointly optimized. The
final loss function is calculated as:

L = βLasr + (1− β)Lner (3)

where Lasr is the loss from the ASR decoder, Lner is the loss from the NER decoder, and β is a
weighting factor that determines the contribution of both loss functions.

Similar to the augmented labels approach, in the experiments where we utilized the CTC
loss, the ASR loss Lasr is calculated as in Equation 2. Unlike the augmented labels approach,
which outputs combined transcripts and NER tags, in this approach, we have two separate
outputs, as shown in Figure 18.

Figure 18: Multi-task output.
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Experiments. In all of the experiments, we used logarithmic filter banks with 40 filters as
features. As an optimizer, we used Adam [38] and negative log-likelihood as a loss function.
In the multi-task approach, when the model converged, we froze the encoder and the ASR
decoder branch and additionally trained the NER branch, which improved the results in most
of the data sets. We will refer to this model as MT*.

Finnish experiments. The audio features tend to have big lengths, so processing them with
a standard BLSTM can be computationally challenging. For that purpose, we used a pyramidal
BLSTM, which reduces the time resolution by half in every consecutive layer. In our case, the
encoder consists of 5 pyramidal BLSTM layers with a hidden size of 300. A dropout of 0.1 is
applied after the pyramidal BLSTM network.

In the augmented labels approach, the decoder has a character embedding layer of size 150,
followed by a single-layer LSTM network with a hidden size of 300 and a hybrid + location-
aware attention size of 300. The number of filters in the location-aware convolution part is
100. A dropout of 0.1 is applied after the attention mechanism.

In the multi-task approach, the ASR decoder is identical to the one in the augmented labels
approach. The NER decoder uses 300 dimensional pre-trained fastText word embeddings
[39], which are used as an input to the one-layer BLSTM network with a hidden size of 300.
The BLSTM network is followed by a fully-connected layer with a hidden size of 300, and a
dropout with a probability of 0.1. The output of the fully connected layer is passed through
a CRF layer which produces tag probabilities. To combine the separate loss functions, as in
Equation 3, we used a β weighting factor of 0.8

Swedish experiments. The Swedish data set consists of short utterances, so we decided
to use 3 normal and 2 pyramidal BLSTM layers in the encoder, with a hidden size of 450,
followed by a dropout layer with a probability of 0.1.

In the augmented labels approach, the decoder has a character embedding layer with a size
of 150, same as in the Finnish experiments, followed by a BLSTM network with a hidden size
of 450. The number of filters in the location-aware convolution element, in this case, is 150.
A dropout of 0.1 is applied after the attention mechanism.

In the multi-task approach, the ASR decoder is identical to the one in the augmented labels
approach. The NER decoder uses 300 dimensional fastText word embedding, just like in the
Finnish experiments. The embeddings are passed through a one-layer BLSTM network with a
hidden size of 450, followed by a fully-connected layer with a size of 450 and a dropout of 0.1.
In the end, the output is passed through a CRF layer which produces the tag probabilities. The
β weighting factor is the same as in the Finnish experiments. In both the augmented labels
and the multi-task approach, we additionally added the CTC loss function and combined it as
in Equation 2, with a λ weighting factor of 0.2.

English experiments. For the LibriSpeech data set, the parameters are almost identical to
the ones in the Swedish experiments, with the only exception being that all the layers use
a pyramidal BLSTM structure in the encoder. Since the English-Gold data set is relatively
small and not sufficient to train a separate system on it, we used the pre-trained model on the
LibriSpeech data set and fine-tuned it on this data set.

Results. The pipeline models that we constructed are evaluated on the transcripts generated
by the multi-task models, trained on each of the data sets. In Table 11, we can see how each
of the models performs in terms of precision, recall, and F1 score.

In Table 12, we can see how the multi-task and the augmented labels approach perform on
the Finnish test set when evaluated on the transcripts that they produced. From the results,
we can see that the multi-task approach where we additionally fine-tuned the NER branch
outperforms the other two models. Additionally, we can see that both multi-task approaches
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Model Precision Recall F1
Parliament (Finnish) 93.63 85.64 89.46
Swedish 69.35 79.37 74.02
Libri clean 76.43 79.09 77.74
Libri other 64.07 74.40 68.85
English-Gold 79.24 71.28 75.05

Table 11: Precision, recall and F1 score for the pipeline models.

perform better than the pipeline approach.

Score AL MT MT*
Precision 92.65 93.35 93.17
Recall 81.61 87.80 88.80
F1 86.78 90.49 90.93

Table 12: Precision, recall and F1 score for the Finnish test set , where NER is done on the transcripts generated
by the models.

In Table 13, we can see how both approaches perform on the Swedish test set when evalu-
ated on the transcripts that they produced. From the results, we can see that in this case, the
augmented labels approach outperforms the multi-task approaches. Also, we can see that both
the augmented labels and the fine-tuned multi-task approach perform better than the pipeline
approach, whereas the standard multi-task approach falls behind.

Score AL MT MT*
Precision 74.96 70.14 74.19
Recall 78.13 77.94 76.67
F1 76.51 73.83 75.41

Table 13: Precision, recall and F1 score for the Swedish test set , where NER is done on the transcripts generated
by the models.

In Tables 14 and 15, we can see how both approaches perform on the LibriSpeech and
English-Gold test sets when evaluated on the transcripts that they produced. On the Lib-
riSpeech test set, we can see that the fine-tuned multi-task approach performs better than
the other two approaches. However, it is still slightly behind the pipeline approach. On the
English-Gold test set, on the other hand, the standard multi-task approach performs better
than the other two approaches. Additionally, it outperforms the pipeline approach by a large
margin. Additionally, we can see that the augmented labels approach also outperforms the
pipeline approach on this data set.

Libri clean Libri other
Model Pre Rec F1 Pre Rec F1
AL 79.77 63.47 70.69 70.21 52.15 59.85
MT 74.63 76.77 75.68 60.90 73.44 66.59
MT* 76.33 77.10 76.72 63.33 71.75 67.29

Table 14: Precision, recall and F1 score for the LibriSpeech test set, where NER is done on the transcripts
generated by the models.

Score AL MT MT*
Precision 82.60 77.04 81.86
Recall 69.30 84.89 68.02
F1 75.21 80.78 74.30

Table 15: Precision, recall and F1 score for the English-Gold test set, where NER is done on the transcripts
generated by the models.
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In the future, we plan to replace the BiLSTM encoder-decoder network with a Transformer
model. Additionally, we plan to utilize the part-of-speech tags and see if they help in the
NER task. Another thing worth exploring is the scheduled sampling, which might improve the
results.

3.2.3 Evaluating Named Entity Linking (NEL) Approaches on MeMAD Data

Generating Gold Standard NEL Annotations. The Urheiluruutu data set contains in total 15
programs, split into a train set (134.6 minutes in 12 program episodes) and test set (19.3
minutes and 3 program episodes).

Table 16 shows the details of the data set including the number of the NEL labels. The data
set was selected as it was easily available within the project, as it is also used in the content
segmentation PoC described in D7.4. Since the sports program contains a lot of material from
different rights holders, we cannot share the media outside the MeMAD project, but similar
type of content from the MeMAD project will be opened (see details in D1.7.

Audio length Files Total words B-tags ASR errors
Train set 134.6 min 12 14698 1127 354
Test set 19.3 min 3 2460 163 46

Table 16: The description of the the Urheiluruutu data set. The number of words is the total number of words
in the ASR transcript of the programs

The annotation pipeline to create this set was the following: We first ran the Urheiluruutu
audios through Lingsoft’s Finnish ASR. Then the ASR result was fed into Lingsoft’s LMC NEL
pipeline which links the recognized Named Entities into Wikidata and is described in detail in
the following. The output of this analysis was then uploaded into a BRAT rapid annotation
tool [40]9. A Lingsoft expert corrected the NER results and the NEL links and tagged possible
ASR errors in the named entities. No corrected transcript for the speech in the audio of each
program was available, thus the expert resorted to tagging only the speech recognition errors
in the named entities. The annotated data was output from the BRAT and converted into the
IOB2 format with an open source tool10. Compared to NER IOB2 format, in the current case,
the label for each entity is the correct Wikidata URI. The ASR error tags were added as an
additional comments column.

Since there was no corrected transcription, care was taken to annotate the ASR errors that
contributed to further NER/NEL errors. More specifically:

• When an ASR error clearly contributed to a NE being incorrectly linked, it was marked
with <ASR> in the Notes field in Brat and added to the extra column in the IOB2 format

• If an ASR error in one NE directly contributed to other NEs being incorrectly linked, they
were also marked with <ASR> even if the ASR result there was correct (e.g. there is
an ASR error when introducing a person with their full name and subsequent mentions
with just the last name are correct, but cannot be linked because the full name is erro-
neous/missing)

• In the case of recurring sports events, for example ice hockey world championships, the
main wikidata entity is linked, not the entity of the individual event (e.g. world champi-
onships of year X).

9http://brat.nlplab.org
10https://github.com/spyysalo/standoff2conll
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Lingsoft NEL pipeline. Lingsoft’s Named Entity Linking pipeline (LMC NEL) is described in
the following. The components of the pipeline are shown in figure 19.

Figure 19: The components of the Lingsoft LMC NEL pipeline

The input text is first processed with the standard LMC NER, which is a rule-based tagger.
In addition to classifying the spans into NE categories such as persons, locations etc., it also
attempts to normalize different realizations of an entity (such as ”Martti Ahtisaari, ”president
Ahtisaari” and ”Ahtisaari” into a unique label. Examples of such normalized queries are given
in Table 17. LMC NER has previously been described in deliverables D3.1 and D3.2. The NER
analysis is then passed on to an LMC plugin that performs the Wikidata linking. The plugin
generates a SPARQL query from the normalized labels from NER. Notice that there might
be separate types of entities already recognized in the NER phase, such as the Liverpool FC
football team and the city of Liverpool as in the third example.

Recognized entity Normalized form
SDP:n ⇒ SDP (ORG)
Ahtisaaren ⇒ Martti Ahtisaari (PER)
Liverpoolin ⇒ Liverpool FC (ORG)

⇒ Liverpool (LOC)

Table 17: Normalization of the recognized entities (type in parenthesis) with the LMC NER. Notice that partial
matches can be matched to full name, if they are introduced fully as such elsewhere in the text.

In addition to the entity ID, a selection of properties (e.g. “instance of”, “occupation”, “coun-
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try”, etc.) are also requested in the query. To reduce load a query cache is used. For each query,
the query cache is checked, and only labels that have not previously been queried, are added
to the query. The query is executed and the query cache is updated. If there are a lot of pre-
viously unseen labels, the query is split into smaller pieces in order to stay within the limits
of accepted query size. Some adjustments are done to the query results to account for incon-
sistencies (e.g. entity exists, but is missing the “instance of” property, but has a “subclass of”
property).

Due to the lack of Finnish training data for the LMC NEL, a heuristic for relevance is used.
A baseline score is attached to the entities based on their type (the “instance of” property)
so that certain kinds of entities can be preferred over others when there is no supporting
evidence from the context. This is used to prefer e.g. cities and countries over names of
music albums, which in practice have shown to be a very common source of false taggings.
The amount of sitelinks is also added to this score to favor more “popular” entities. This has
the effect of preferring Michael Jackson, the well-known singer over the many other Michael
Jacksons in wikidata. The different properties returned for the entities are added as features
to the candidate senses in LMC. These candidate senses are passed to the existing semantic
disambiguation mechanism of LMC.

Semantic disambiguation is then done by preferring entities that have support elsewhere in
the text. Here, support means that the entity has features that also exist in entities elsewhere
in the text. This has the effect of interpreting for example “Florida”, (part of Florida Panthers)
as an ice hockey team instead of a state in the United States, when there are mentions of ice
hockey players or other ice hockey teams (entities having the property “sport” = “ice hockey”).
Nearby support (in the same sentence) is weighed more than other support. The entity with
the highest total score (baseline score + feature support score) is selected.

The Lingsoft NEL plugin might benefit from several changes to improve the recall and the
disambiguation. These changes might also mean additional errors in both recall and precision,
which is why they have yet to be implemented. For example, once the query term is normal-
ized, it is queried only from the Finnish Wikidata. Querying in Wikidata in multiple languages,
especially English would probably improve the recall, although it might introduce additional
errors. Similarly, relaxing the requirement for the exact label match and allowing variations
within a short edit distance might improve recall results. This relaxation would probably be
most beneficial with foreign names especially when there is variation in the pronunciation and
transliteration of person names. For example, the president of Belarus’s name is transcribed in
English as Alexander Lukashenko, whereas the Finnish transcription is Aljaksandr Lukašenka.

Currently the information about the type of the Named Entity from the NER phase is not
used in the query phase from Wikidata, but this could be included. This feature has been
intentionally left out as the NER types encoded in the NER lexicon are a subset of all possible
and new names, but it could be used as an additional feature for the decision making process.
Similarly, there are many cases in which the only item found in Wikidata is not the correct one
- for example there is an actor with a fairly common name but the text describes an athlete.
At the moment, the incorrect one is returned, but it would be better to return a ’NIL’ instead.

The relevance of the correctly returned entities is currently an unresolved question within
the Lingsoft pipeline. Currently the NEL linking setup nor the evaluation data does account
the relevance except based on the number of mentions, but types of entities are not weighted
differently. An easy heuristic would be to adopt the finding from the EU project Linked TV
[41], which found that ORG and PER entities are usually found more relevant than LOC and
study this phenomenon further. In addition, training data that takes into account also the
perceived relevance of each returned entity would be very beneficial.
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Aalto NEL model. In the following section, we describe the Aalto NEL model. The building
blocks of the model are presented in Figure 20.

Figure 20: Aalto NEL architecture.

From the figure, we can see that the system uses three different inputs: context, mention
and candidate. The context in our case is the text that surrounds the named entity for which
we need to retrieve a Wikidata link. It typically contains the whole sentence, excluding the
entity mention. The second input is the mention, which in our case is the named entity for
which we need to retrieve the link. The third input is the candidate entity, which the system
compares with the mention and determines if it is the right one. The candidate, besides
the name, contains description and alias information, which are retrieved from Wikidata. In
practice, we generate up to three candidates, from which the system chooses the most likely
candidate one. To represent the inputs as a vector representation, we used 300 dimensional
wikipedia2vec entity embeddings [42], trained on the Finnish Wikipedia dump. If the mention
or the candidate contain more than one word, their embeddings are averaged.

The input context is processed through a one-layer BLSTM, after which, the output is
concatenated with the embeddings of the mention, generating a context-mention pair. The
context-mention pair is then passed through a fully-connected layer with a hidden size of 600
and a dropout layer with a probability of 0.1. The output of the fully-connected layer is passed
through a ReLU non-linearity and finally passed through another fully-connected layer with a
size of 600 and a dropout of 0.1.

The candidate entity is processed in a similar way as the context and mention, with an
exception being that we do not use a BiLSTM network. The entity embeddings obtained for
the candidate entity are passed through a fully-connected layer with a size of 600, after which
a dropout layer with a probability of 0.1 is applied. The output is followed by a ReLU non-
linearity and another 600 dimensional fully-connected layer and a dropout of 0.1.

At the end, the context-mention pair is compared with each of the candidates, using the
cosine similarity score. The candidate with the highest score is chosen as the correct one. If
all the similarity scores are below a threshold value of 0.1, then we assume that none of the
candidates are correct.

During training, the model is optimized to give a higher score to the correct candidate, than
the two other negative candidates. The correct candidate should have a score higher by a
margin of 1, in comparison to the other two negative candidates. The loss function is defined
as:
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loss =
∑

e’
max(0,−1 ∗ (sim(e, cm)− sim(e’, cm)) + 1) (4)

where, e is the true entity, cm is the context-mention pair, e′ is the candidate entity, and sim is
the cosine similarity function.

During the evaluation, the test data set is first passed through the Aalto NER system [34],
then the NEL system links the detected entities to the corresponding Wikidata resources. Since
the mentions are often conjugated, we used an open source lemmatizer [43], to get the men-
tions in their basic form, before retrieving the candidate entities from Wikidata.

In the future, we plan to use a different lemmatizer. Additionally, we plan to normalize the
entities even further, which can help with generating better candidate entities.

Evaluation Results. The Urheiluruutu training set was used for training the Aalto model.
For Lingsoft LMC NER, all of those rule-based changes that could be made were made into
the system based on the training data. Additional ASR data of three programs was used for
evaluation purposes. Table 18 gives the results for both the Lingsoft LMC NEL and the Aalto
system either with ASR errors ignored or including them.

precision recall F1
LMC NEL excluding ASR errors 0.8395 0.7047 0.7662
LMC NEL (all) 0.7684 0.5690 0.6538
Aalto NEL excluding ASR errors 0.5100 0.3333 0.4031
Aalto NEL (all) 0.4636 0.2698 0.3411

Table 18: Lingsoft LMC NEL and Aalto NEL micro average results. It must be noted that the Lingsoft LMC
NEL is benefiting greatly from the rule based NER and normalization, whereas the Aalto system has been trained
only with the available Urheiluruutu data and an open source lemmatization tool [43].

The results obtained by the Aalto NEL system are significantly worse than the LMC NEL one.
One reason for that is because the Aalto NEL system is neural network-based and requires a
lot more training data than what we currently have. Additionally, the Aalto NEL system uses
an open source lemmatization tool, which is different from the one developed at Lingsoft. The
Aalto system does not normalize the acronyms, which results in many mentions not having
any candidate entities. The number of those mentions is 87 and they are treated as errors
during the evaluation.

3.3 Video Summarization

Considering video summarization as an important task for digital content retrieval and reuse,
the TRECVID [44] Video Summarization Task (VSUM) 2020 aims at fostering the research in
the field by asking its participants to automatically summarize “the major life events of spe-
cific characters over a number of weeks of programming on the BBC EastEnders TV series”11.
More precisely, for three different characters of the series, the participants have to submit 4
summaries with respectively 5, 10, 15 and 20 automatically selected shots. These generated
summaries are evaluated by the assessors according to their tempo, contextuality and redun-
dancy as well as with regards to how well they contain answers to a set of questions unknown
to the participants before submission. In addition to the videos, the episode transcripts are
provided by the organizers.

We propose a character-centered content summary approach based on fan-written synopses.
Our approach relies on fan-made content and, more precisely, on the BBC EastEnders episode

11https://www-nlpir.nist.gov/projects/tv2020/vsum.html
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synopses from its Fandom Wiki12. This additional data source is used together with the pro-
vided videos, scripts and master shot boundaries. We also use BBC EastEnders characters’
images crawled from the Google search engine in order to train a face recognition system. All
our runs use the same method, but with varying constraints regarding the number of shots
and the maximum duration of the summary. The shots included in the summaries are the
ones whose transcripts and visual content have the highest similarity with sentences from the
synopsis. The runs submitted are as follows:

• MeMAD1: 5 shots with highest similarity scores and the total duration of the summary is
≤ 150 sec;

• MeMAD2: 10 shots with highest similarity scores and the total duration of the summary is
≤ 300 sec;

• MeMAD3: 15 shots with highest similarity scores and the total duration of the summary is
≤ 450 sec;

• MeMAD4: 20 shots with highest similarity scores and the total duration of the summary is
≤ 600 sec.

3.3.1 Approach

Our fan-driven and character centered approach is presented in Figure 21.

Figure 21: Fan-driven and character centered approach

Scraping Synopses From the Fandom Wiki and Selecting Shots. The first step of our approach
consists in scraping synopses available on the Fandom EastEnders Wiki13. Our main hypoth-
esis is that every sentence (ending with a period) represents an important event to be added

12https://eastenders.fandom.com/wiki/EastEnders_Wiki
13https://eastenders.fandom.com/wiki/EastEndersWiki
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to the final video summary. We scrape the Synopsis and the Cast sections for each episode
broadcasted between the dates of the provided episodes. The mapping between the episodes
and their dates is in eastenders.collection.xml provided by the challenge organizers.

In parallel, we extract the shots in which the three characters of interest appear from the
video. We run the Face Celebrity Recognition library14, a system that relies on pictures crawled
from search engines using the actor’s name as search keyword. In our experiments, we have
added ”EastEnders” to the character names in order to avoid retrieving pictures of different
people with the same name. For each picture, faces are detected using the MTCNN algorithm
and the FaceNet model is applied to obtain face embeddings. Following the assumption that
the majority of faces are actually representing the searched actor, other faces – e.g. person
portrayed together with the actor – are automatically filtered out by removing outliers until
the cosine similarity of face embeddings has a standard deviation below a threshold of 0.24
which has been empirically defined.

The remaining faces are used to train a multi-class SVM classifier, which is used to label the
faces detected in the frames. For more consistent results between frames, the Simple Online
and Realtime Tracking algorithm (SORT) has been included, returning groups of detection of
the same person in consecutive frames.

We select the shots displaying any of the the three characters of interests, keeping only those
detections having a confidence score greater than 0.5. We also tried to use speaker diarisation
to corroborate the visual information about the characters. However, given the limitations of
the current technologies in terms of number of characters and the difficulty of identifying the
character corresponding to each voice, we could not pursue the idea further.

Synopses and Transcript Pre-Processing. A synopsis for each episode was created using the
provided files eastenders.collection.xml and eastenders.episodeDescriptions.xml. Since these
were “EastEnders Omnibus” episodes, they correspond to multiple actual weekday episodes.
We use the dates and the continuation to generate one synopsis for each “long” episode
(typically made of 4 episodes). We then split the synopses into sentences and we per-
form coreference resolution on the synopses to explicit character mentions using https:

//github.com/huggingface/neuralcoref. In parallel, the provided XML transcripts were
also converted into timestamped text and aligned with the given shot segmentation. Finally,
both the synopsis sentences and shot transcripts were lower cased, stop words removed and
lemmatized.

We also produced automatically-generated visual captions following the method presented
by the PicSOM Group of Aalto University’s submissions for the TRECVID2018 VTT task [45].
The hypothesis is that by describing the visual information of a shot, visual captions could
complement well the dialog transcript and therefore allow for a better matching between the
shots and synopses sentences.

Matching and Runs Generation. We perform a synopsis sentence / shot transcript pairwise
comparison by generating a similarity score. We define similarity between two sentences as
the sum of TF-IDF weights (computed on the transcript) for each word appearing in both of
them, divided by the log length of the concatenation of both sentences, thus penalizing long
sentences that match with many transcript lines.

Next, we order the shots by similarity score, picking only the best match for each shot (but
not the other way around). This gives us scenes we are sure to appear in the summary, but
not necessarily any guarantee about how important these scenes are. We also performed the
pairwise comparison adding the automatically generated captions. A qualitative assessment

14https://github.com/D2KLab/FaceRec
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revealed, however, that the captions were too noisy to complement the transcript well. We
also make sure that if a line of dialog runs through the next shot, we include the next shot as
well to improve the smoothness of the viewing. However, this heuristics was only relevant for
the longest run (20 shots). Each run is made by selecting the N most matching shots out of
the top, in chronological order.

3.3.2 Results and Analysis

The final results for the two teams which have participated in TRECVID VSUM are presented
in Table 19 while the detailed scores of our approach are presented in Table 20. Our method
obtains the best overall score for each of the 4 required runs. The mean scores (range 1 -
7. High is best) for tempo, contextuality and redundancy are all above average (respectively
4.75, 4.75, 4.1) despite the fact that our method does not specifically attempt to optimise these
metrics. However, in terms of question answering, the results show that the shots selected did
not allow to answer more than two (at best) of the five questions. More specifically, Table 21
shows (in bold) the questions that were answered in at least one of ours runs. We notice that
most of the questions started either with ’What’ or ’Who’ and that our approach performed
equally for both types of questions.

Table 19: Average score for each run and team

TeamRun Percentage

MeMAD1 31%
MeMAD2 31%
MeMAD3 35%
MeMAD4 32%
NIIUIT1 9%
NIIUIT2 8%
NIIUIT3 8%
NIIUIT4 6%

Table 20: Detailed score for MeMAD’s approach. The labels are made of the character name (e.g. Janine)
followed by the run number (MeMAD 1 to 4)

Query Tempo Contextuality Redundancy Q1 Q2 Q3 Q4 Q5
Janine1 6 4 5 No No No No Yes
Janine2 5 5 6 No No No No Yes
Janine3 5 5 6 No No No No Yes
Janine4 5 5 7 No No No No Yes
Ryan1 4 5 3 No No No No Yes
Ryan2 5 5 3 No No No No Yes
Ryan3 3 4 5 No No No Yes Yes
Ryan4 2 3 5 No No No Yes Yes

Stacey1 6 5 2 No Yes No No No
Stacey2 6 5 2 No Yes No No No
Stacey3 6 6 2 No Yes No No No
Stacey4 4 5 4 No Yes No No No

Surprisingly, the scores obtained for each run are very similar for the questions answering
part of the evaluation. One exception concerns the character Ryan, for which one additional
question is answered when choosing at least 15 shots. For all the runs, the redundancy score
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Table 21: Questions used for qualitative evaluation

Character Questions-nbr Question
Janine Q1 What is causing Ryan to be sick in bed?
Janine Q2 How does Janine attempt to kill Ryan while in the hospital?
Janine Q3 What happens when Janine attempts to play recording of Stacey?
Janine Q4 Who stabbed Janine?
Janine Q5 Who gives Janine the recording of Stacey?
Ryan Q1 How does Janine attempt to kill Ryan in the hospital?
Ryan Q2 What does Ryan do when Janine is lying in the hospital?
Ryan Q3 Where is Ryan trapped?
Ryan Q4 What does Ryan tell Phil he can do for him?
Ryan Q5 Who is Ryan with when going to put his name on the babies birth cert?

Stacey Q1 Who climbs up the roof to talk Stacey out of jumping off?
Stacey Q2 What does Stacey reveal when in a cell with Janine, Kat, and Pat?
Stacey Q3 What does Stacey admit to her mum in bedroom when mum is upset?
Stacey Q4 Who confronts Stacey in restroom where Stacey finally admits to killing Archie?
Stacey Q5 Who calls to Stacey’s door to tell her to get her stuff and go after Stacey’s mum had called the police?

improved with the number of shots included in the summary while the relation with the scores
for tempo and contextuality seem to vary more. The scores are lower for the question answer-
ing evaluation part. This is rather unsurprising to us as we realized while deciding on a
similarity measure score that it is challenging for humans to choose between two potentially
interesting moments without knowing beforehand the questions included in the evaluation
set. Overall, we consider that the results obtained speak in favour of using fan-made content
as a starting point for such a task. As we did not try to optimize for tempo and contextuality,
we believe there is some margin for improvement. However, the task of answering unknown
questions remains an open challenge.

One of the key contributions of this work is to have demonstrated that despite some noise
from face detection and recognition, this method enables to capture multiple important plot
points for all three query characters. We also conclude that adding more shots to the sum-
maries did, quite surprisingly, not always allow answering more key moments related ques-
tions. Finally, we would like to pinpoint the fact that the task of choosing important sequences
that would answer unknown questions, is very challenging for humans. Indeed, when gen-
erating the runs, having read the summaries but not having watched the videos, we found it
challenging to decide which sequences should be included in the summary. It would be inter-
esting to know how much the score would improve if we would know the questions before
evaluation.
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4 Exploring the MeMAD Knowledge Graph

The MeMAD Knowledge Graph has been built and developed in the first two years of the
project, with the goal of integrating all metadata from the various sources and providers into
one common representation and infrastructure, thus facilitating the access and sharing of data
across the project. In this section, we go through some of the final improvements made to the
knowledge graph, as well as present the MeMAD Exploratory Search Engine, which provides
a user interface for discovering and navigating through the content of the Knowledge Graph.

4.1 MeMAD ontology and controlled vocabularies

In line with the goal of unifying access to all data from the project, an effort of aligning descrip-
tive tags in metadata that are common to all providers, namely Genres, Roles and Languages
into controlled vocabularies has been made. A controlled vocabulary is usually a taxonomy or
a classification scheme that covers all the possible values a metadata field can have, as well as
the relationships among them.

In the first phase, we translated the vocabularies from INA and Yle into English (from French
and Finnish respectively), thus building the MeMAD Ontology. Secondly, we match concepts
from the MeMAD ontology from standard Classification Schemes such as the ones created by
the European Broadcasting Union (which can be found at https://www.ebu.ch/metadata/

cs/).
The resulting alignments are listed in tables 22 (INA) and 23 (Yle) for Genres (aligned with

the EBU Content Genre Classification Scheme15), and tables 24 (INA) and 25 (Yle) for Roles
(aligned with EBU Role Classification Scheme16). For all tables, we list the vocabulary used
by INA and Yle respectively, and we introduce the MeMAD vocabulary word corresponding to
it (we translate all terms into English with the help of domain experts). Finally, we attempt
to align it with the EBU classification schemes to find either an exact match, a broad match
(i.e. a concept that encompasses the one we have in the MeMAD corpus), or a close match
i.e. concepts that are close semantically but not identical (for example “televized news” and
“Daily news”). We note that language tags also received the same treatment, i.e. all language
tags were translated into English.

Thanks to this vocabulary alignment, we can query the entire MeMAD corpus using the same
(English) keywords.

Source Original Term MeMAD Concept EBU-CS Code EBU-CS Label SKOS relation

INA

Adaptation Adaptation
Animation Animation

Bande annonce Trailer 3.6.3.9 Trailer exactMatch
Best of Best of
Brève Brief

Campagne d’information Information compaign
Causerie Chat 3.1.1.1.3 Chat exactMatch
Captation Captation
Chronique Chronicle

Conférence de presse Press conference
Court métrage Short feature

Création audiovisuelle Audiovisual creation
Création sonore Sound creation

Comédie de situation Situational comedy
Cours d’enseignement Course

Document à base d’archives Archival document
Document amateur Amateur document

Documentaire Documentary 3.1.3.13 Documentary exactMatch
Continued on next page

15https://www.ebu.ch/metadata/cs/ebu_ContentGenreCS_p.xml.htm
16https://www.ebu.ch/metadata/cs/ebu_RoleCodeCS_p.xml.htm
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Table22 – continued from previous page
Source Original Term MeMAD Concept EBU-CS Code EBU-CS Label SKOS relation

Docuréalité Docu-reality 3.1.7.1 Reality closeMatch
Docufiction Docufiction
Dramatique Drama 3.4 Fiction/Drama exactMatch

Débat Debate 3.1.1.1.4 Debate exactMatch
Déclaration Declaration

Emission à base de disques Disc-based broadcast
Entretien Interview 3.1.1.1.2 Interview exactMatch

Evocation scénarisée Scripted evocation
Extrait Extract

Feuilleton Serial 3.4.2001 Popular drama closeMatch
Interlude Interlude

Interprogrammes Interprogrammes
Interprétation Interpretation

Interview entretien Interview 3.1.1.1.2 Interview exactMatch
Jeu Game

Journal parlé Spoken news 3.1.1.1 Daily news closeMatch
Journal télévisé Televized news 3.1.1.1 Daily news closeMatch

Lecture Reading
Libre antenne Free airtime
Long métrage Long feature

Magazine Magazine 3.1.1.25 News magazine closeMatch
Making of Making of

Message info Info message
Message publicitaire Publicity

Micro trottoir Street interview
Mini programme Mini programme
Musique savante Art music
Plateau d’analyse Studio analysis

Plateau en situation Live set
Programme atypique Atypical programming

Programme à base de clips Clip-based programme
Oeuvre enregistrée en studio Studio recording

Réalisation dans un lieu public Public space production
Reality show Reality show

Reconstitution Reconstitution
Reportage Report 3.1.1.3 Special Report closeMatch

Retransmission Retransmission
Revue de presse Press review

Récit portrait Portrait story
Rétrospective Retrospective

Sketch Sketch
Spectacle TV TV Spectable

Spectacle radio Radio spectacle
Série Series

Talk show Talk show
Tout images ll images

Tranche horaire Time slot
Télécoaching Telecoaching

Télé achat Home shopping
Téléfilm TV film 3.1.1.10.3 Film closeMatch

Télé réalité Reality TV
Témoignage Testimony
Vidéo clip Video clip
Zapping Zapping

Table 22: Genre classification vocabulary and alignment for INA collection

The ontology is thus augmented by the vocabulary (as instances of ebucore:Genre,
ebucore:Role, and ebucore:Language), and the list can be found at: http://data.memad.

eu/ontology.

4.2 MeMAD automatically generated metadata

To integrate the newly generated metadata to the Knowledge Graph, we use the recently added
class ebucore:Annotation. This class and its corresponding relation ebucore:hasAnnotation al-
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Source Original Term MeMAD Concept EBU-CS Code EBU-CS Label SKOS relation

Yle

Uutisbulletiini, uutislähetys News bulletin 3.1.1 News/Pure information exactMatch
Makasiini Magazine 3.1.1.25 News magazine broadMatch

Reportaasi, raportti News report 3.1.1.3 Special Report exactMatch
Tapahtuma Event 3.1.1.2 Special news/edition closeMatch

Lasten makasiiniohjelmat Children’s magazine
Muut lastenohjelmat Other children’s content

Ohjelmaesittelyt Demonstrations, Trailer 3.6.3.9 Trailer closeMatch
Pelit Games

Dokumentti Documentary 3.1.3.13 Documentary exactMatch
Keskustelu, haastattelu Interviews, discussions 3.1.1.1.2 Interview exactMatch

Lähetysvirta Content feed
Asiaviihde Factual entertainment 3.1.1.10.2 Entertainment closeMatch

Muut Other 3.1.9.19.4 Other exactMatch
Urheilu-uutislähetys Sports news bulletin 3.4.6.11 Sports closeMatch

Talk show Talk show 3.1.1.1.3 Chat closeMatch
Asiareality Factual reality 3.1.7.1 Reality exactMatch

Jumalanpalvelukset Religious ceremony 3.1.9.19 Religious closeMatch
Muut hartausohjelmat Other religious content 3.1.9.19 Religious closeMatch
taltiointi tai juonnettu Concert 3.1.9.14 Concert/Live performance exactMatch

Juonnettu musiikkiohjelma Hosted music show 3.6 Music closeMatch
Esitys (ooppera, baletti..) Performance 3.1.9.14 Concert/Live performance closeMatch

Musiikkivideo Music video
Musiikkikilpailut Music competition

Muu musiikkiohjelma Other music content 3.6 Music exactMatch
Toivekonsertti Audience based concert 3.1.9.14 Concert/Live performance closeMatch

TV-elokuva TV movie 3.1.1.10.3 Film closeMatch
Fiktiosarja Fiction series 3.4 Fiction/Drama exactMatch

Animaatio, animaatiosarja Animation
Nukkenäytelmä, nukkesarja Puppet play or series

(Elokuvateatteri)elokuva Movie 3.1.1.10.3 Film exactMatch
Pistedraama, näytelmä Drama / play 3.4 Fiction/Drama closeMatch

Kuunnelma Radio drama 3.4 Fiction/Drama broadMatch
Luenta Radio reading 3.1.1.10.5 Radio broadMatch

Tietokilpailut Quiz show 3.5.2.1 Quiz exactMatch
Sketsiohjelmat (huumori, satiiri) Humour 3.5.7.6 Humour exactMatch

Estradishow Entertainment show 3.1.1.10.2 Entertainment exactMatch
Panel show Panel show

Muut viihdeohjelmat Other entertainment content 3.1.1.10.2 Entertainment broadMatch
Reality Reality 3.1.7.1 Reality exactMatch

Kolumni Feature (audio) article closeMatch
Podcast Podcast 3.8.2.4 Podcasting exactMatch

Säätiedotus Weather 3.1.1.13 Weather forecasts exactMatch

Ääniteos Sonic art
Sarjadokumentti Documentary series 3.1.3.13 Documentary exactMatch

Sekamuoto, asiaviihde Mixed, factual entertainment
Keskustelu/Haastattelu/Debatti Discussion 3.1.1.1.1 Discussion exactMatch

Tapahtumat Events
Draamaohjelma Drama 3.4 Fiction/Drama exactMatch

(Elokuvateatteri) elokuva Cinematic film 3.1.1.10.3 Film broadMatch
Draama Drama 3.4 Fiction/Drama exactMatch

Asiaohjelma Factual 3.1 Non-Fiction/Informaion closeMatch
Asia Factual 3.1 Non-Fiction/Informaion closeMatch

Musiikki Music 3.6 Music exactMatch

Table 23: Genre classification vocabulary and alignment for Yle collection
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Source Original Term MeMAD Concept EBU-CS Code EBU-CS Label SKOS relation

INA

”Auteur” Author 22.2 Author/Screenplay/../Dramatiser broadMatch
Bruiteur” Soundman 23.9 Foley Mixer/Sound Effect Person/Soundman broadMatch

Chef d’orchestre Orchestrator 17.1.11 Orchestrator exactMatch
Commentateur Commentator 25.21 Commentator exactMatch

Créateur des costumes Costume Designer 28.1 Costume Designer/Illustrator exactMatch
Créateur des décors Set Decorator 5.4.1 Set Decorator/Set Designer exactMatch

Dessinateur Painter 5.6.6 Lead Painter broadMatch
Directeur de la photo Cinematographer 6.2.1 Cinematographer exactMatch

Eclairagiste Lighting Manager 4.28 Lighting/Shading Manager closeMatch
Interprète Actor 25.9 Actor/Actress/Histrion/Thespian/Role Player exactMatch
Journaliste Journalist 18.8 Broadcast Journalist/Video Journalist closeMatch

Journaliste reporter d’images Photojournalist 18.9 Reporter closeMatch
Metteur en scène de théâtre” Stage Designer 20.46 Stage Designer closeMatch

Mixage Sound Mixer 11.22 Audio Editor/Sound Editor/../Sound Mixer closeMatch
Monteur Editor 11.1 Editor/Visual Editor/../Video Editor exactMatch

Opérateur de prise de son Sound Recordist 23.11 Sound Recordist / Sound Recorder closeMatch
Opérateur de prise de vue Camera Operator 6.2.3 Camera Operator/Camera Person closeMatch

Participant Participant 25.19 Participant exactMatch
Présentateur Presenter 25.10 Anchor/Moderator/Presenter exactMatch
Producteur Producer 10.1.2 Producer exactMatch
Réalisateur Director 20.16 Director exactMatch

Rédacteur en chef Editor in Chief 18.4 Editor in Chief exactMatch
Responsable d’édition Editorial Coordinator 11.5 Editorial Coordinator closeMatch

Scripte Script Supervisor 22.3 Script Supervisor/Continuity Person closeMatch
Traducteur Translator 29.27 Translation/Translater exactMatch

Responsable d’édition Editorial Coordinator 11.5 Editorial Coordinator exactMatch

Table 24: Role classification vocabulary and alignment for INA collection

low us to seamlessly add the different results of automatic content analysis such as Face Recog-
nition and Named Entity Recognition, content segmentation, and topic categorization. Follow-
ing are some examples from each category.

# Content Segmentation

<annotation_part_1> rdf:type ebucore:Annotation;

ebucore:annotationType memad:ContentSegmentation;

ebucore:isAnnotationBy memad:EURECOM;

ebucore:hasAnnotationBody <Automatic_Seg_1>;

ebucore:hasAnnotationTarget <Programme_21>;

ebucore:annotationConfidence "0.91"^^xsd:float.

# Face Recognition

<annotation_facerec_1> rdf:type ebucore:Annotation;

ebucore:annotationType memad:FaceRecognition;

ebucore:isAnnotationBy memad:EURECOM;

ebucore:hasAnnotationBody wikidata:Q157;

ebucore:hasAnnotationTarget <Programme_21#t=npt:120,121.3&xywh=percent:25,25,40,50>;

ebucore:annotationConfidence "0.85"^^xsd:float.

# Topic Categoerization

<annotation_1> rdf:type ebucore:Annotation;

ebucore:annotationType memad:TopicCategory;

ebucore:isAnnotationBy memad:EURECOM;

ebucore:hasAnnotationBody memad:Sport;

ebucore:hasAnnotationTarget <Programme_21>;

ebucore:annotationConfidence "0.88"^^xsd:float.

# Named Entity

memad:annotation_1 rdf:type ebucore:TextAnnotation;

ebucore:annotationType memad:NamedEntity;

ebucore:isAnnotationBy memad:EURECOM;

ebucore:hasAnnotationBody wikidata:Q157;

MeMAD – Methods for Managing Audiovisual Data
Deliverable 3.3

48



Source Original Term MeMAD Concept EBU-CS Code EBU-CS Label SKOS relation

Yle

Animaatiosuunnittelija Animation Planner 4.8 Animation Superviser closeMatch
Apulaisohjaaja Assistant Director 20.17 First Assistant Director closeMatch

Arkistotoimittaja Journalist, Archives
Asiantuntija Expert 9.1 Expert exactMatch
Dramaturgi Dramaturge 22.2 Author/Screenplay/../Dramatiser broadMatch
Graafikko Graphic Designer 5.9.1 Graphic Designer exactMatch

Graafinen suunnittelija Graphic Designer 5.9.1 Graphic Designer exactMatch
Henkilöohjaaja Director 10.1.1 Director exactMatch

Juontaja Moderator 25.10 Anchor/Moderator/Presenter closeMatch
Järjestäjä Archival Organizer exactMatch
Kirjailija Writer 22.2 Author/Screenplay/../Dramatiser exactMatch

Koreografi Choreographer 25.17 Choreographer exactMatch
Kuvaussuunnittelija Cinematographic Designer 6.2.19 Camera Supervisor exactMatch

Kuvaaja Cinematographer 6.2.1 Cinematographer exactMatch
Kuvatoimittaja Photo Editor 5.9.2 Graphic Editor exactMatch
Kuvaussihteeri Script Supervisor 22.3 Script Supervisor / Continuity Person exactMatch
Käsikirjoittaja Scriptwriter 22.2 Author/Screenplay/../Dramatiser exactMatch

Kääntäjä Translator 29.27 Translation/Translater exactMatch
Lavastussuunnittelija Stage Designer 20.46 Stage Designer exactMatch

Leikkaaja Video Editor 11.1 Editor/Visual Editor/Film Editor/Video Editor exactMatch
Lukija (kertoja/speak) Narrator 25.15 Narrator/Storyteller/Reader broadMatch

Meteorologi Weather Forecaster
Musiikin suunnittelija Music Supervisor 17.1.4 Music Supervisor/Coordinator exactMatch

Naamioitsija Makeup Artist 13.2.2 Makeup Artist exactMatch
Näytelmäkirjailija Playwright 22.5 Playwright exactMatch

Ohjaaja Director TV/Radio 10.1.1 Director broadMatch
Pukusuunnittelija Costume Designer 28.1 Costume Designer/Illustrator exactMatch

Puvustaja Costumier 28.17 Costumer exactMatch
Selostaja Commentator 25.21 Commentator exactMatch

Suunnittelija Planner
Säveltäjä Composer 17.1.7 Composer exactMatch

Taustatoimittaja Researcher 20.22 Production Researcher closeMatch
Toimittaja Journalist 18.8 Broadcast Journalist/Video Journalist exactMatch

Toimitussihteeri Associate Editor 11.4 Assistant Editor/Assistant Visual Editor closeMatch
Tuotantopäällikkö Productions Manager 20.10 Production Manager exactMatch

Tuottaja Producer 20.1 Producer exactMatch
Uutispäällikkö Editor in Chier, News 18.4 Editor in Chief exactMatch
Valokuvaaja Photographer 6.4.1 Still Photographer closeMatch

Äänisuunnittelija Sound Designer 11.24 Sound Designer/Supervising Sound Editor exactMatch

Äänittäjä Sound Technician 23.10 Utility Sound Technician closeMatch
Tuotantokoordinaattori Production Coordinator 20.14 Production Coordinator exactMatch

Toimituspäällikkö Managing Editor
Lähetyskoordinaattori Transmissions Coordinator

Sisältövastaava Content Supervisor 22.3 Script Supervisor closeMatch
Päivätuottaja Daily Producer 10.1.2 Producer closeMatch

Table 25: Role classification vocabulary and alignment for Yle collection
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ebucore:hasAnnotationTarget <TextLine_31>;

ebucore:characterStartIndex "8"^xsd:int;

ebucore:characterEndIndex "13"^xsd:int;

ebucore:annotationConfidence "0.92"^^xsd:float.

Listing 1: Examples of automatic annotations for the MeMAD Knowedge Graph

SELECT ?program ?title

WHERE

{

?program a ebucore:TVProgramme;

ebcuore:title ?title.

?annotation ebucore:hasAnnotationBody wikidata:Q157;

ebucore:hasAnnotationTarget ?program.

}

Listing 2: Query all programs that either mention or visually show the French President François Hollande
(wikidata QID = Q157)

4.3 MeMAD Exploratory Search Engine

Figure 22: The search page in KG Explorer

In order to provide the final user a good experience in accessing MeMAD resources and data,
we developed KG Explorer, a fully-customisable web application which serves as an exploratory
search engine for Knowledge Graphs. KG Explorer has the following features: a facet-based
advanced search for programmes (Figure 22), channels and collections, a customised detail
page for the main entities represented in the knowledge graph, the possibility for users to
log in and to create personalized lists of favourites or saved items. The software can be
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configured to adapt to different information domains, changing not only its aspect but also the
queries for retrieving the data to display. KG Explorer is open source under Apache License 2.0
at https://github.com/D2KLab/explorer, while the application can be accessed at https:
//explorer.memad.eu/.
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5 Conclusion

In this work package, we have first developed the so-called MeMAD Knowledge Graph which
is available at https://data.memad.eu/. This knowledge graph is based on the standard
EBU Core ontology as data model that we have ourselves contributing to. Hence, the latest
version of this standard17 does reference MeMAD authors and as of today, MeMAD provides
the largest implementation of this ontology. The knowledge graph makes also use of other
popular ontologies (Web Annotations, PROV, NIF, etc.) and controlled vocabularies that we
have aligned again with well-known references (e.g. IPTC NewsCodes, EBU TV Genres, etc.).
In order to ease access to the knowledge graph, we have published an RESTFul API. Finally, we
have developed a prototype exploratory search engine named Explorer that enables to search
and browse programs based on their original metadata as well as automatically generated
metadata. This work has been entirely open sourced in the following github repositories:

• Converter to transform legacy metadata from CSV (INA) and XML (Yle) into RDF following
the EBU Core ontology: https://github.com/MeMAD-project/rdf-converter

• MeMAD dynamic RESTFul API: https://github.com/MeMAD-project/api

• MeMAD Explorer: https://github.com/MeMAD-project/explorer

One of the biggest research challenge of this work package was to develop novel methods
that can identify the “micro-moments” of TV and Radio programs that would be important. We
have decided to work on memorability as a proxy for assessing the importance of moments.
We have participated for two years in the MediaEval Task on Predicting Media Memorability
where we developed a multimodal approach combining visual, textual and visio-linguistic
features which was ranked 1st (in 2019) and 3rd (in 2020). We have then evaluated the
ability of these models to generalize on real-life programs of a very different length and genres
(Sports Magazine and Lifestyle Magazine). We observe that this task is still an open research
problem and that the models being produced do not generalize well. We also demonstrate the
importance of having an adequate topical segmentation of the program. For this purpose, we
developed two novel multimodal methods enabling to automatically generate a segmentation
of a media. The first one is completely unsupervised, requiring solely to pre-define the number
of expected segments, which can be based on previous episodes segmentation. The second one
relies on existing content descriptions which provide another signal for performing a distant
supervision of the content segmentation. Overall, these developments have also been open
sourced in the following github repositories:

• Multimodal approaches for predicting media memorability as MediaEval 2019 and 2020:
https://github.com/MeMAD-project/media-memorability

• Unsupervised approach for automatically segmenting a media: https://github.com/

MeMAD-project/content-segmentation

Finally, this work package has largely aimed to propose enrichment services to attach to
moments. We have considered three types of enrichment: topics, named entities and entire
video summarization.

1. We proposed ToModAPI, a library enabling to dynamically perform training, inference,
and evaluation for different topic modeling techniques. The RESTful API grant common
interfaces and command for accessing the different models, make easier to compare them.
A demo is available at http://hyperted.eurecom.fr/topic. We also compare numer-
ous topic models and we empirically demonstrate that no one wins over all. Additional

17https://www.ebu.ch/metadata/ontologies/ebucore/
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research work needs to be conducted to optimize topic models over multiple metrics in-
cluding coherency and serendipity. Finally, we developed ZeSTE (Zero-Shot Topic Extrac-
tion) available at https://zeste.tools.eurecom.fr/, a novel method leveraging on the
ConceptNet commonsense knowledge graph to predict the topics of a document while
providing an explanation for this prediction. When applied to subtitles of medias, we
empirically verify that we can reasonably re-predict the main topics of video sequences.

2. We have largely worked on named entity recognition and disambiguation and during
this last year, we have proposed new approaches for tackling this problem. First, we
proposed to cast the named entity recognition problem, which is always seen as a se-
quence labeling problem, as a graph classification problem and named our approach
GraphNER. We have experimented with various graph embeddings approaches and we
demonstrate that Graph Convolutional Network brings promising results, even if currently
under the state of the art on the reference CoNLL 2003 dataset, but holding potential
to inject more prior knowledge for this task, thus alleviating the need to have training
corpora. We have also investigate how to extract named entity directly from the speech
in an end-to-end fashion in a new approach named SpokenNER. Finally, we produced
a new dataset available at https://drive.google.com/drive/u/0/folders/1NDW7GSN_

ARBYl9BQtNgdAKZmOg1ITtRv composed of ASR transcriptions and containing annotations
about ASR errors and Named Entity Recognition and Named Entity Disambiguation against
the Wikidata knowledge graph in the IOB2 format. The partners Aalto and Lingsoft have
developed novel methods for disambiguating named entities in textual transcriptions using
respectively deep learning and rule-based techniques. The rule-based approach developed
by Lingsoft is being further industrialized in the context of the LSDISCO18 project funded
by the European Language Grid (ELG) European project.

3. The final type of enrichment we have proposed correspond to an extractive video summa-
rization of a program. In particular, we have proposed a novel multimodal method which
is character centric, relying on our FaceRec library (https://github.com/D2KLab/FaceRec)
and on fan-based comments available on fandom wikis. We have participated to the
TRECVID Video Summarization task where our approach was ranked 1st by a large margin.

Overall, these developments have been open sourced in the following github repositories:

• Topic Modeling API (ToModAPI): https://github.com/D2KLab/ToModAPI

• Zero Shot Topic Extraction (ZeSTE): https://github.com/D2KLab/ZeSTE

• GraphNER: https://github.com/Siliam/graph_ner/

• SpokenNER: https://github.com/Tetrix/E2E-NER-for-spoken-Finnish

• Aalto Entity Linker:
https://github.com/aalto-speech/Neural-Entity-Linking-for-Finnish

• TRECVID Video Summarization 2020 approach: https://github.com/MeMAD-project/

trecvid-vsum

18https://live.european-language-grid.eu/catalogue/#/resource/projects/2204
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[28] André Mansikkaniemi, Peter Smit, Mikko Kurimo, et al. Automatic construction of the
finnish parliament speech corpus. In INTERSPEECH, volume 8, pages 3762–3766, 2017.

[29] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-
training of deep bidirectional transformers for language understanding. arXiv preprint
arXiv:1810.04805, 2018.

[30] Erik F Sang and Fien De Meulder. Introduction to the conll-2003 shared task: Language-
independent named entity recognition. arXiv preprint cs/0306050, 2003.

[31] Martin Malmsten, Love Börjeson, and Chris Haffenden. Playing with words at the na-
tional library of sweden – making a swedish bert, 2020.

[32] Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. Neural computation,
9(8):1735–1780, 1997.

[33] John Lafferty, Andrew McCallum, and Fernando CN Pereira. Conditional random fields:
Probabilistic models for segmenting and labeling sequence data. 2001.

[34] Dejan Porjazovski, Juho Leinonen, and Mikko Kurimo. Named entity recognition for
spoken finnish. In Proceedings of the 2nd International Workshop on AI for Smart TV
Content Production, Access and Delivery, pages 25–29, 2020.

[35] Minh-Thang Luong, Hieu Pham, and Christopher D Manning. Effective approaches to
attention-based neural machine translation. arXiv preprint arXiv:1508.04025, 2015.

[36] Jan K Chorowski, Dzmitry Bahdanau, Dmitriy Serdyuk, Kyunghyun Cho, and Yoshua
Bengio. Attention-based models for speech recognition. In Advances in neural information
processing systems, pages 577–585, 2015.

[37] Alex Graves, Santiago Fernández, Faustino Gomez, and Jürgen Schmidhuber. Connec-
tionist temporal classification: labelling unsegmented sequence data with recurrent neu-
ral networks. In 23rd international conference on Machine learning, pages 369–376, 2006.

[38] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv
preprint arXiv:1412.6980, 2014.

[39] Edouard Grave, Piotr Bojanowski, Prakhar Gupta, Armand Joulin, and Tomas Mikolov.
Learning word vectors for 157 languages. In Proceedings of the International Conference
on Language Resources and Evaluation (LREC 2018), 2018.

[40] Pontus Stenetorp, Sampo Pyysalo, Goran Topić, Tomoko Ohta, Sophia Ananiadou, and
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A Dissemination activities

1. Workshop organization - 12/10/2020: AI4TV 2020: 2nd International Workshop on AI
for Smart TV Content Production, Access and Delivery, a workshop at ACM International
Conference on Multimedia, Seattle, USA. Raphaël Troncy and Jorma Laaksonen chaired
the workshop.

2. Workshop presentation - 19/11/2020: NLP-OSS 2020: 2nd International Workshop for
Natural Language Processing Open Source Software, a workshop at ACL EMNLP, Online.
Ismail Harrando presented ToModAPI: A Topic Modeling API to Train, Use and Compare
Topic Models.

3. Workshop presentation - 10/12/2020: TRECVID 2020: TREC Video Retrieval Evaluation,
Online. Alison Reboud presented Using Fan-Made Content, Subtitles and Face Recognition
for Character-Centric Video Summarization.

4. Workshop presentation - 14/12/2020: MediaEval 2020: MediaEval Benchmarking Ini-
tiative for Multimedia Evaluation, Online. Alison Reboud and Ismail Harrando presented
Predicting Media Memorability with Audio, Video, and Text representations.
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B Appendices

B.1 EURECOM and AALTO’s MediaEval 2020 workshop paper

This paper describes the approach that the EURECOM and AALTO teams published at the
MediaEval 2020 Media Memorability Track where we ranked 3rd.
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ABSTRACT
This paper describes amultimodal approach proposed by theMeMAD
team for the MediaEval 2020 “Predicting Media Memorability” task.
Our best approach is a weighted average method combining predic-
tions made separately from visual, audio, textual and visiolinguistic
representations of videos. Our best model achieves Spearman scores
of 0.101 and 0.078, respectively, for the short and long term predic-
tions tasks.

1 INTRODUCTION
Considering video memorability as a useful tool for digital content
retrieval as well as for sorting and recommending an ever growing
number of videos, the Predicting Media Memorability task aims
at fostering the research in the field by asking its participants to
automatically predict both a short and a long term memorability
score for a given set of annotated videos. The full description for
this task is provided in [5]. Last year’s best approaches for both
the long term [10] and short term tasks [2] rely on multimodal
features. Our method is inspired from last year’s best approaches
but also acknowledges the specifics of the 2020’s edition dataset.
More specifically, because in comparison to last year’s set of videos,
the TRECVid videos contain more actions, our model uses video fea-
tures and image features for multiple frames. In addition, because
this year sound was included in the videos, our model includes au-
dio features. Finally, a key contribution of our approach is to test the
relevance of visiolinguistic representation for the Media Memora-
bility task. Our final model1 is a multimodal weighted average with
visual and audio deep features extracted from the videos, textual
features from the provided captions and visiolinguistic features.

2 APPROACH
We trained separate models for the short and long term predictions
using originally a 6-fold cross-validation of the training set, which
means that we typically had 492 samples for training and 98 samples
for testing each model.

1https://github.com/MeMAD-project/media-memorability

Copyright held by the owner/author(s).
MediaEval’20, December 14-15 2020, Online

2.1 Audio-Visual Approach
Our audio-visual memorability prediction scores are based on us-
ing a feed-forward neural network with a concatenation of video
and audio features in the input, one hidden layer of units and
one unit in the output layer. The best performance was obtained
with 2575-dimensional features consisting of the concatenation of
2048-dimensional I3D [3] video features and 527-dimensional audio
features. Our audio features encode the occurrence probabilities
of the 527 classes of the Google AudioSet Ontology [6] in each
video clip. The hidden layer uses ReLU activations and dropout
during the training phase, while the output unit is sigmoidal. The
training of the network used the Adam optimizer. The features, the
number of training epochs and the number of units in the hidden
layer were selected with the 6-fold cross-validation. For short term
memorability prediction, the optimal number of epochs was 750
and the optimal hidden layer size 80 units, whereas for the long
term prediction these figures were 260 and 160, respectively.

We also experimented with other types of features and their
combinations. These include the ResNet [7] features extracted just
from the middle frames of the clips as this approach worked very
well last year. The contents of this year’s videos are, however, such
that genuine video features I3D and C3D [13] work better than still
image features. When I3D and AudioSet features are used, C3D
features do not bring any additional advantage.

2.2 Textual Approach
Our textual approach leverages the video descriptions provided by
the organizers. First, all the provided descriptions are concatenated
by video identifier to get one string per video. To generate the
textual representation of the video content, we used the following
methods:

• Computing TF-IDF, removing rare (less than 4 occurrences)
and stopwords and accounting for frequent 2-grams.

• Averaging GloVe embeddings for all non-stopwords words
using the pre-trained 300d version [9].

• Averaging BERT [4] token representations (keeping all the
words in the descriptions up to 250 words per sentence).

• Using Sentence-BERT [11] sentence representations. We
use the distilled version that is fine-tuned for the STS Tex-
tual Similarity Benchmark2.

For each representation, we experimented with multiple regres-
sion models and finetuned the hyper-parameters for each model
2https://huggingface.co/sentence-transformers/distilbert-base-nli-stsb-mean-tokens
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using the 6-fold cross-validation on the training set. For our sub-
mission, we used the Averaging GloVe embeddings with a Support
Machine Regressor with an RBF kernel and a regulation parameter
𝐶 = 1𝑒 − 5.

We also attempted enhancing the provided descriptions with ad-
ditional captions automatically generated using the DeepCaption3
software. We did not see an improvement in the results, which
is probably due to the nature of the clips provided for this year’s
edition (as DeepCaption is trained on static stock images from MS
COCO and TGIF datasets).

2.3 Visiolinguistic Approach
ViLBERT [8] is a task-agnostic extension of BERT that aims to learn
the associations and links between visual and linguistic properties
of a concept. It has a two-stream architecture, first modelling each
modality (i.e. visual and textual) separately, and then fusing them
through a set of attention-based interactions (co-attention). ViL-
BERT is pre-trained using the Conceptual Captions data set (3.3M
image-caption pairs) [12] on masked multi modal learning and
multi-modal alignment prediction. We used a frozen pre-trained
model which was fine-tuned twice, first on the task of Video-
Question Answering (VQA) [1] and then on the 2019 MediaEval
Memorability task and dataset.

The 1024-dimensional features extracted for the two modalities
can be combined in different ways.In our experiment, multiplying
textual and visual feature vectors performed the best for short term
memorability prediction but using the sole visual feature vectors
worked better for long term memorability prediction. Averaging
the features extracted from 6 frames performed better than only
using only the middle frame. We experimented with the same set
of regression models as for the textual approach. In our submission,
we used a Support Machine Regressor with a regulation parameter
𝐶 = 1𝑒 − 5 and an RBF or Poly kernel respectively for short and
long term scores prediction.

3 RESULTS AND ANALYSIS
We have prepared 5 different runs following the task description
defined as follows:

• run1 = Audio-Visual Score
• run2 = Visiolinguistic Score
• run3 = Textual Score
• run4 = 0.5 * run1 + 0.2 * run2 + 0.3 * run3
• run5 = run4 with LT scores for LT task

For the Long Term task, all models except run5 use exclusively short-
term scores. For runs 4 and 5, we normalise the scores obtained
from runs 1, 2 and 3 before combining them.

Table 1 provides the Spearman score obtained for each run when
performing a 6-folds cross-validation on the training set. We ob-
serve that our models use only the training set, as the annotations
on the later-provided development set did not yield better results.
We hypothesize that this is due to the fewer number of annotations
per video available as many videos had a score for 1, for instance,
which we do not observe on the training set.

3https://github.com/aalto-cbir/DeepCaption

Table 1: Average Spearman score obtained on a 6-folds cross
validation of the Training set

Method Short Term Long Term
run1 0.2899 0.179
run2 0.214 0.1309
run3 0.2506 0.1372
run4 0.3104 0.2038
run5 0.067 0.1700

Table 2: Results on the Test set for Short Term (ST) and Long
Term (LT) memorability

Method SpearmanST PearsonST SpearmanLT PearsonLT
run1 0.099 0.09 0.077 0.0855
run2 0.098 0.085 -0.017 0.011
run3 0.073 0.091 0.019 0.049
run4 0.101 0.09 0.078 0.085
run5 0.101 0.09 0.067 0.066

AvgTeams 0.058 0.066 0.036 0.043

We present in Table 2 the final results obtained on the test set
using models trained on the full training set composed of 590 videos.
We observe that the weighted average method which uses short
term scores works the best for both short and long term prediction,
obtaining results which are approximately double the mean Spear-
man score obtained across the teams. Our best results (Spearman
scores) on the test set are however significantly worse than the
ones we obtained on average over the 6-folds of the training set
suggesting that the test set is quite different from the training set.
The results for Long Term prediction are always worse than the
ones for Short Term prediction. Finally, both our scores and the
mean score across team are below the ones obtained for the 2018
and 2019 videos.

4 DISCUSSION AND OUTLOOK
This paper describes a multimodal weighted average method pro-
posed for the 2020 Predicting Media Memorability task of Media-
Eval. One of the key contribution of this paper is to have shown that
based on our experiments during the model construction or testing
phase, in comparison to image, audio and text, video features per-
formed the best. Similarly to last year, short term scores predictions
correlated better with long term scores than the predictions made
when training directly on long term scores. Finally considering the
difference of results obtained between the training and test set, it
would be interesting to investigate further the differences between
these datasets in terms of content (video, audio and text) and anno-
tation. We conclude that generalizing this type of task to different
video genres and characteristics remain a scientific challenge.
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B.2 EURECOM and AALTO’s TRECVID VSUM 2020 workshop paper

This paper describes the approach that the EURECOM and AALTO teams published at the
TRECVID 2020 Video Summarization Task where we ranked 1st.
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Using Fan-Made Content, Subtitles and Face Recognition for
Character-Centric Video Summarization
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This paper describes a fan-driven and character-centered approach pro-
posed by the MeMAD team for the 2020 TRECVID [Awad et al. 2020] Video
Summarization Task. Our approach relies on fan-made content and, more
precisely, on the BBC EastEnders episode synopses from its Fandom Wiki1.
This additional data source is used together with the provided videos, scripts
and master shot boundaries. We also use BBC EastEnders characters’ images
crawled from the Google search engine in order to train a face recognition
system. All our runs use the same method, but with varying constraints
regarding the number of shots and the maximum duration of the summary.
The shots included in the summaries are the ones whose transcripts and
visual content have the highest similarity with sentences from the synopsis.
The runs submitted are as follows:

• MeMAD1: 5 shotswith highest similarity scores and the total duration
of the summary is < 150 sec;

• MeMAD2: 10 shots with highest similarity scores and the total dura-
tion of the summary is < 300 sec;

• MeMAD3: 15 shots with highest similarity scores and the total dura-
tion of the summary is < 450 sec;

• MeMAD4: 20 shots with highest similarity scores and the total dura-
tion of the summary is < 600 sec.

Surprisingly, the scores obtained for each run are very similar for the ques-
tions answering part of the evaluation. One exception concerns the character
Ryan, for which one additional question is answered when choosing at least
15 shots. For all the runs, the redundancy score improved with the number
of shots included in the summary while the relation with the scores for
tempo and contextuality seem to vary more. The scores are lower for the
question answering evaluation part. This is rather unsurprising to us as we
realized while deciding on a similarity measure score that it is challenging
for humans to choose between two potentially interesting moments without
knowing beforehand the questions included in the evaluation set. Overall,
we consider that the results obtained speak in favour of using fan-made
content as a starting point for such a task. As we did not try to optimize
for tempo and contextuality, we believe there is some margin for improve-
ment. However, the task of answering unknown questions remains an open
challenge.
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1 INTRODUCTION
Considering video summarization as an important task for digital
content retrieval and reuse, the TRECVID [Awad et al. 2020] Video
Summarization Task (VSUM) 2020 aims at fostering the research in
the field by asking its participants to automatically summarize “the
major life events of specific characters over a number of weeks of
programming on the BBC EastEnders TV series”2. More precisely,
for three different characters of the series, the participants have to
submit 4 summaries with respectively 5, 10, 15 and 20 automatically
selected shots. These generated summaries are evaluated by the
assessors according to their tempo, contextuality and redundancy
as well as with regards to how well they contain answers to a set
of questions unknown to the participants before submission. In
addition to the videos, the episodes transcripts are provided by the
organizers.
We propose a character centered content summary approach

based on fan-written synopses. The approach relies on scraping
the Fandom EastEnders Wiki content for the episode synopsis and
casting, in order to align them with the corresponding episodes.
We include the shots that obtain the best similarity score with a
sentence from the synopsis in our runs.

2 APPROACH
Our fan-driven and character centered approach is presented in
Figure 1.

Fig. 1. Fan-driven and character centered approach

2https://www-nlpir.nist.gov/projects/tv2020/vsum.html
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2.1 Scraping Synopses From the Fandom Wiki and
Selecting Shots

The first step of our approach consists in scraping synopses available
on the Fandom EastEnders Wiki3.

Our main hypothesis is that every sentence (ending with a period)
represents an important event to be added to the final video sum-
mary. We scrape the Synopsis and the Cast sections for each episode
broadcasted between the dates of the provided episodes. The map-
ping between the episodes and their dates is in eastenders.collection.xml
provided by the challenge organizers.

In parallel, we extract the shots in which the three characters of
interest appear from the video. We run the Face Celebrity Recogni-
tion library4, a system that relies on pictures crawled from search
engines using the actor’s name as search keyword. In our experi-
ments, we have added "EastEnders" to the character names in order
to avoid retrieving pictures of different people with the same name.
For each picture, faces are detected using the MTCNN algorithm and
the FaceNet model is applied to obtain face embeddings. Following
the assumption that the majority of faces are actually representing
the searched actor, other faces – e.g. person portrayed together with
the actor – are automatically filtered out by removing outliers until
the cosine similarity of face embeddings has a standard deviation
below a threshold of 0.24 which has been empirically defined.
The remaining faces are used to train a multi-class SVM classi-

fier, which is used to label the faces detected on frames. For more
consistent results between frames, the Simple Online and Realtime
Tracking algorithm (SORT) has been included, returning groups of
detection of the same person in consecutive frames.

We select the shots displaying any of the the three characters of
interests, keeping only those detection having a confidence score
greater than 0.5. We also tried to use speaker diarisation to corrobo-
rate the visual information about the characters. However, given the
limitations of the current technologies in terms of number of char-
acters and the difficulty of identifying the character corresponding
to each voice, we could not pursue the idea further.

2.2 Synopses and Transcript Pre-Processing
A synopsis for each episode was created using the provided files eas-
tenders.collection.xml and eastenders.episodeDescriptions.xml. Since
these were “EastEnders Omnibus” episodes, they correspond to
multiple actual weekday episodes. We use the dates and the contin-
uation to generate one synopsis for each “long” episode (typically
made of 4 episodes). We then split the synopses into sentences and
performed coreference resolution on the synopses to explicit char-
acter mentions using https://github.com/huggingface/neuralcoref.
In parallel, the provided XML transcripts were also converted into
timestamped text and aligned with the given shot segmentation.
Finally, both the synopses sentences and shot transcripts were lower
cased, stop words removed and lemmatized.

We also produced automatically-generated visual captions follow-
ing themethod presented by the PicSOMGroup of Aalto University’s
submissions for the TRECVID2018 VTT task [Sjöberg et al. 2018].
The hypothesis is that by describing the visual information of a

3https://eastenders.fandom.com/wiki/EastEndersWiki
4https://github.com/D2KLab/Face-Celebrity-Recognition

Table 1. Average score for each run and team

TeamRun Percentage
MeMAD1 31%
MeMAD2 31%
MeMAD3 35%
MeMAD4 32%
NIIUIT1 9%
NIIUIT2 8%
NIIUIT3 8%
NIIUIT4 6%

shot, visual captions could complement well the dialog transcript
and therefore allow for a better matching between the shots and
synopses sentences.

2.3 Matching and Runs Generation
We perform a synopsis sentence / shot transcript pairwise compari-
son by generating a similarity score. We define similarity between
two sentences as the sum of TF-IDF weights (computed on the tran-
script) for each word appearing in both of them, divided by the log
length of the concatenation of both sentences, thus penalizing long
sentences that match with many transcript lines.

Next, we order the shot by similarity score, picking only the best
match for each shot (but not the other way around). This gives us
scenes we are sure to appear in the summary, but not necessar-
ily any guarantee about how important these scenes are. We also
performed the pairwise comparison adding the automatically gen-
erated captions. A qualitative assessment revealed, however, that
the captions were too noisy to complement well the transcript. We
also make sure that if a line of dialog runs through the next shot,
we include the next shot as well to improve the smoothness of the
viewing. However, this heuristics was only relevant for the longest
run (20 shots). Each run is made by selecting the N most matching
shots out of the top, in chronological order.

3 RESULTS AND ANALYSIS
The final results for the two teams which have participated in
TRECVID VSUM are presented in Table 1 while the detailed scores
of our approach are presented in Table 2. Our method obtains the
best overall score for each of the 4 required runs. The mean scores
(range 1 - 7. High is best) for tempo, contextuality and redundancy
are all above average (respectively 4.75, 4.75, 4.1) despite the fact
that our method does not specifically attempt to optimise these met-
rics. However, in terms of question answering, the results show that
the shots selected did not allow to answer more than two (at best)
of the five questions. More specifically, Table 3 shows (in bold) the
questions that were answered in at least one of ours runs. We notice
that most of the questions started either with ’What’ or ’Who’ and
that our approach performed equally for both types of questions.

4 DISCUSSION AND OUTLOOK
This paper describes a character centered video summarization
method based on fan-made content, subtitles and face recognition.
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Table 2. Detailed score for MeMAD’s approach

Query Tempo Contextuality Redundancy Q1 Q2 Q3 Q4 Q5
Janine1 6 4 5 No No No No Yes
Janine2 5 5 6 No No No No Yes
Janine3 5 5 6 No No No No Yes
Janine4 5 5 7 No No No No Yes
Ryan1 4 5 3 No No No No Yes
Ryan2 5 5 3 No No No No Yes
Ryan3 3 4 5 No No No Yes Yes
Ryan4 2 3 5 No No No Yes Yes
Stacey1 6 5 2 No Yes No No No
Stacey2 6 5 2 No Yes No No No
Stacey3 6 6 2 No Yes No No No
Stacey4 4 5 4 No Yes No No No

Table 3. Questions used for qualitative evaluation

Character Questions-nbr Question
Janine Q1 What is causing Ryan to be sick in bed?
Janine Q2 How does Janine attempt to kill Ryan while in the hospital?
Janine Q3 What happens when Janine attempts to play recording of Stacey?
Janine Q4 Who stabbed Janine?
Janine Q5 Who gives Janine the recording of Stacey?
Ryan Q1 How does Janine attempt to kill Ryan in the hospital?
Ryan Q2 What does Ryan do when Janine is lying in the hospital?
Ryan Q3 Where is Ryan trapped?
Ryan Q4 What does Ryan tell Phil he can do for him?
Ryan Q5 Who is Ryan with when going to put his name on the babies birth cert?
Stacey Q1 Who climbs up the roof to talk Stacey out of jumping off?
Stacey Q2 What does Stacey reveal when in a cell with Janine, Kat, and Pat?
Stacey Q3 What does Stacey admit to her mum in bedroom when mum is upset?
Stacey Q4 Who confronts Stacey in restroom where Stacey finally admits to killing Archie?
Stacey Q5 Who calls to Stacey’s door to tell her to get her stuff and go after Stacey’s mum had called the police?

One of the key contribution of this paper is to have demonstrated
that despite some noise from face detection and recognition, this
method enables to capture multiple important plot points for all
three query characters. We also conclude that adding more shots to
the summaries did, quite surprisingly, not always allow to answer
more key moments related questions. Finally, we would like to
pinpoint the fact that the task of choosing important sequences that
would answer unknown questions, is very challenging for humans.
Indeed, when generating the runs, having read the summaries but
not having watched the videos, we find it challenging to decide
which sequences should be included in the summary. It would be
interesting to know howmuch the score would improve if we would
know the questions before evaluation.
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B.3 EURECOM’s NLP-OSS 2020 workshop paper

This paper describes the ToModAPI API developed by EURECOM and published at the NLP-OSS
2020 Workshop colocarted with EMNLP 2020.
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ToModAPI: A Topic Modeling API to Train, Use
and Compare Topic Models
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Abstract

From LDA to neural models, different topic
modeling approaches have been proposed in
the literature. However, their suitability and
performance is not easy to compare, particu-
larly when the algorithms are being used in
the wild on heterogeneous datasets. In this pa-
per, we introduce ToModAPI (TOpic MOdel-
ing API), a wrapper library to easily train, eval-
uate and infer using different topic modeling
algorithms through a unified interface. The li-
brary is extensible and can be used in Python
environments or through a Web API.

1 Introduction

The analysis of massive volumes of text is an
extremely expensive activity when it relies on
not-scalable manual approaches or crowdsourcing
strategies. Relevant tasks typically include textual
document classification, document clustering, key-
words and named entities extraction, language or
sequence modeling, etc. In the literature, topic
modeling and topic extraction, which enable to au-
tomatically recognise the main subject (or topic)
in a text, have attracted a lot of interest. The pre-
dicted topics can be used for clustering documents,
for improving named entity extraction (Newman
et al., 2006), and for automatic recommendation
of related documents (Luostarinen and Kohonen,
2013).

Several topic modeling algorithms have been
proposed. However, we argue that it is hard to com-
pare and to choose the most appropriate one given
a particular goal. Furthermore, the algorithms are
often evaluated on different datasets and different
scoring metrics are used. In this work, we have
selected some of the most popular topic model-
ing algorithms from the state of the art in order to
integrate them in a common platform, which ho-
mogenises the interface methods and the evaluation

metrics. The result is ToModAPI1 which allows
to dynamically train, evaluate, perform inference
on different models, and extract information from
these models as well, making it possible to compare
them using different metrics.

The remaining of this paper is organised as fol-
lows. In Section 2, we describe some related works
and we detail some state-of-the-art topic modeling
techniques. In Section 3, we provide an overview
of the evaluation metrics usually used. We intro-
duce ToModAPI in Section 4. We then describe
some datasets (Section 5) that are used in train-
ing to perform a comparison of the topic models
(Section 6). Finally, we give some conclusions and
outline future work in Section 7.

2 Related Work

Aside from a few exceptions (Blei and McAuliffe,
2007), most topic modeling works propose or apply
unsupervised methods. Instead of learning the map-
ping to a pre-defined set of topics (or labels), the
goal of these methods consists in assigning training
documents to N unknown topics, where N is a re-
quired parameter. Usually, these models compute
two distributions: a Document-Topic distribution
which represents the probability of each document
to belong to each topic, and a Topic-Word distribu-
tion which represents the probability of each topic
to be represented by each word present in the docu-
ments. These distributions are used to predict (or
infer) the topic of unseen documents.

Latent Dirichlet Allocation (LDA) is a unsu-
pervised statistical modeling approach (Blei et al.,
2003) that considers each document as a bag of
words and creates a randomly assigned document-
topic and word-topic distribution. Iterating over
words in each document, the distributions are up-
dated according to the probability that a document

1ToModAPI: TOpic MODeling API
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or a word belongs to a certain topic. The Hierar-
chical Dirichlet Process (HDP) model (Teh et al.,
2006) is another statistical approach for clustering
grouped data such as text documents. It consid-
ers each document as a group of words belonging
with a certain probability to one or multiple com-
ponents of a mixture model, i.e. the topics. Both
the probability measure for each document (dis-
tribution over the topics) and the base probability
measure – which allows the sharing of clusters
across documents – are drawn from Dirichlet Pro-
cesses (Ferguson, 1973). Differently from many
other topic models, HDP infers the number of top-
ics automatically.

Gibbs Sampling for a DMM (GSDMM) ap-
plies the Dirichlet Multinomial Mixture model for
short text clustering (Yin and Wang, 2014). This
algorithm works computing iteratively the proba-
bility that a document join a specific one of the N
available clusters. This probability consist in two
parts: 1) a part that promotes the clusters with more
documents; 2) a part that advantages the movement
of a document towards similar clusters, i.e. which
contains a similar word-set. Those two parts are
controlled by the parameters α and β. The simplic-
ity of GSDMM provides a fast convergence after
some iterations. This algorithm consider the given
number of clusters given as an upper bound and it
might end up with a lower number of topics. From
another perspective, it is somehow able to infer the
optimal number of topics, given the upper bound.

Pre-trained Word vectors such as
word2vec (Mikolov et al., 2013) or GloVe (Pen-
nington et al., 2014) can help to enhance
topic-word representations, as achieved by the
Latent Feature Topic Models (LFTM) (Nguyen
et al., 2015). One of the LFTM algorithms is
Latent Feature LDA (LF-LDA), which extends
the original LDA algorithm by enriching the
topic-word distribution with a latent feature
component composed of pre-trained word vectors.
In the same vein, the Paragraph Vector Topic
Model (PVTM) (Lenz and Winker, 2020) uses
doc2vec (Le and Mikolov, 2014) to generate
document-level representations in a common
embedding space. Then, it fits a Gaussian Mixture
Model to cluster all the similar documents into a
predetermined number of topics – i.e. the number
of GMM components.

Topic modeling can also be performed via linear-
algebraic methods. Starting from the the high-

dimensional term-document matrix, multiple ap-
proaches can be used to lower its dimensions. Then,
we consider every dimension in the lower-rank ma-
trix as a latent topic. A straightforward application
of this principle is the Latent Semantic Indexing
model (LSI) (Deerwester et al., 1990), which uses
Singular Value Decomposition as a means to ap-
proximate the term-document matrix (potentially
mediated by TF-IDF) into one with less rows –
each one representing a latent semantic dimension
in the data – and preserving the similarity structure
among columns (terms). Non-negative Matrix
Factorisation (NMF) (Paatero and Tapper, 1994)
exploits the fact that the term-document matrix
is non-negative, thus producing not only a denser
representation of the term-document distribution
through the matrix factorisation but guaranteeing
that the membership of a document to each topic is
represented by a positive coefficient.

In recent years, neural network approaches for
topic modeling have gained popularity giving birth
to a family of Neural Topic Models (NTM) (Cao
et al., 2015). Among those, doc2topic (D2T)2

uses a neural network which separately computes
N-dimensional embedding vectors for words and
documents – with N equal to the number of top-
ics, before computing the final output using a sig-
moid activation. The distributions topic-word and
document-topic are obtained by getting the final
weights on the two embedding layers. Another neu-
ral topic model, the Contextualized Topic Model
(CTM) (Bianchi et al., 2020) uses Sentence-BERT
(SBERT) (Reimers and Gurevych, 2019) – a neural
transformer language model designed to compute
sentences representations efficiently – to generate
a fixed-size embedding for each document to con-
textualise the usual Bag of Words representation.
CTM enhances the Neural-ProdLDA (Srivastava
and Sutton, 2017) architecture with this contextual
representation to significantly improve the coher-
ence of the generated topics.

Previous works have tried to compare different
topic models. A review of statistical topic modeling
techniques is included in Newman et al. (2006). A
comparison and evaluation of LDA and NMF using
the coherence metric is proposed by O’Callaghan
et al. (2015). Among the libraries for perform-
ing topic modeling, Gensim is undoubtedly the
most known one, providing implementations of

2https://github.com/sronnqvist/
doc2topic
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several tools for the NLP field (Řehůřek and So-
jka, 2010). Focusing on topic modeling for short
texts, STMM includes 11 different topic models,
which can be trained and evaluated through com-
mand line (Qiang et al., 2019). The Topic Mod-
elling Open Source Tool3 exposes a web graphi-
cal user interface for training and evaluating topic
models, LDA being the only representative so far.
The Promoss Topic Modelling Toolbox4 provides
a unified Java command line interface for comput-
ing a topic model distribution using LDA or the
Hierarchical Multi-Dirichlet Process Topic Model
(HMDP) (Kling, 2016). However, it does not allow
to apply the computed model on unseen documents.

3 Metrics

The evaluation of machine learning techniques of-
ten relies on accuracy scores computed comparing
predicted results against a ground truth. In the case
of unsupervised techniques like topic modeling,
the ground truth is not always available. For this
reason, in the literature, we can find:

• metrics which enable to evaluate a topic model
independently from a ground truth, among
which, coherence measures are the most popu-
lar ones for topic modeling (Röder et al., 2015;
O’Callaghan et al., 2015; Qiang et al., 2019);

• metrics that measure the quality of a model’s
predictions by comparing its resulting clusters
against ground truth labels, in this case a topic
label for each document.

3.1 Coherence metrics

The coherence metrics rely on the joint probability
P (wi, wj) of two words wi and wj that is com-
puted by counting the number of documents in
which those words occur together divided by the
total number of documents in the corpus. The doc-
uments are fragmented using sliding windows of
a given length, and the probability is given by the
number of fragments including both wi and wj
divided by the total number of fragments. This
probability can be expressed through the Pointwise
Mutual Information (PMI), defined as:

PMI(wi, wj) = log
P (wi, wj) + ε

P (wi) · P (wj)
(1)

3https://github.com/opeyemibami/
Topic-Modelling-Open-Source-Tool

4https://github.com/gesiscss/promoss

A small value is chosen for ε, in order to avoid
computing the logarithm of 0. Different metrics
based on PMI have been introduced in the literature,
differing in the strategies applied for token segmen-
tation, probability estimation, confirmation mea-
sure, and aggregation. The UCI coherence (Röder
et al., 2015) averages the PMI computed between
pairs of topics, according to:

CUCI =
2

N ·(N−1)
∑N−1

i=1

∑N
j=i+1 PMI(wi, wj) (2)

The UMASS coherence (Röder et al., 2015) re-
lies instead on a differently computed joint proba-
bility:

CUMASS = 2
N ·(N−1)

∑N−1
i=1

∑N
j=i+1 log

P (wi,wj)+ε
P (wj)

(3)

The Normalized Pointwise Mutual Informa-
tion (NPMI) (Chiarcos et al., 2009) applies the
PMI in a confirmation measure for defining the
association between two words:

NPMI(wi, wj) =
PMI(wi, wj)

−log(P (wi, wj) + ε)
(4)

NPMI values go from -1 (never co-occurring
words) to +1 (always co-occurring), while the value
of 0 suggests complete independence. This mea-
sure can be applied also to word sets. This is made
possible using a vector representation in which
each feature consists in the NPMI computed be-
tween wi and a word in the corpus W , according
to the formula:

−→v (wi) =
{
NPMI(wi, wj)|wj ∈W

}
(5)

In ToModAPI, we include the following four
metrics5:

• CNPMI applies NPMI as in Eqn (4) to cou-
ples of words, computing their joint probabili-
ties using sliding windows;

• CV compute the cosine similarity of the vec-
tors – as defined in Eqn (5) – related to each
word of the topic. The NPMI is computed on
sliding windows;

• CUCI as in Eqn (2);

• CUMASS as in Eqn (3).

5We use the implementation of these metrics as provided
in Gensim. The window size is kept at the default values.
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Additionally, we include a Word Embeddings-
based Coherence as introduced by Fang et al.
(2016). This metric relies on pre-trained word em-
beddings such as GloVe or word2vec and evaluate
the topic quality using a similarity metric between
its top words. In other words, a high mutual em-
bedding similarity between a model’s top words
reflects its underlying semantic coherence. In the
context of this paper, we will use the sum of mutual
cosine similarity computed on the Glove vectors6

of the top N = 10 words of each topic:

CWE = 2
N ·(N−1)

∑N−1
i=1

∑N
j=i+1 cos(vi, vj) (6)

where vi and vj are the GloVe vectors of the
words wi and wj .

All metrics aggregate the different values at topic
level using the arithmetic mean, in order to provide
a coherence value for the whole model.

3.2 Metrics which relies on a ground truth
The most used metric that relies on a ground truth is
the Purity, defined as the fraction of documents in
each cluster with a correct prediction (Hajjem and
Latiri, 2017). A prediction is considered correct if
the original label coincides with the original label
of the majority of documents falling in the same
topic prediction. Given L the set of original labels
and T the set of predictions:

Purity(T, L) =
1

|T |
∑

i∈T
max
j∈L
|Tj ∩ Lj | (7)

In addition, we include in the API the following
metrics used in the literature for evaluating the
quality of classification or clustering algorithms,
applied to the topic modeling task:

1. Homogeneity: a topic model output is consid-
ered homogeneous if all documents assigned
to each topic belong to the same ground-truth
label (Rosenberg and Hirschberg, 2007);

2. Completeness: a topic model output is
considered complete if all documents from
one ground-truth label fall into the same
topic (Rosenberg and Hirschberg, 2007);

3. V-Measure: the harmonic mean of Homo-
geneity and Completeness. A V-Measure of

6We use a Glove model pre-trained on Wikipedia 2014
+ Gigaword 5, available at https://nlp.stanford.
edu/projects/glove/

1.0 corresponds to a perfect alignment be-
tween topic model outputs and ground truth
labels (Rosenberg and Hirschberg, 2007);

4. Normalized Mutual Information (NMI) is
the ratio between the mutual information be-
tween two distributions – in our case, the pre-
diction set and the ground truth – normalised
through an aggregation of those distributions’
entropies (Lancichinetti et al., 2009). The
aggregation can be realised by selecting the
minimum/maximum or applying the geomet-
ric/arithmetic mean. In the case of arithmetic
mean, NMI is equivalent to the V-Measure.

For these metrics, we use the implementations
provided by scikit-learn (Pedregosa et al., 2011).

4 ToModAPI: a Topic Modeling API

We now introduce ToModAPI, a Python library
which harmonises the interfaces of topic modeling
algorithms. So far, 9 topic modeling algorithms
have been integrated in the library (Table 1).

For each algorithm, the following interface meth-
ods are exposed:

• train which requires in input the path of a
dataset and an algorithm-specific set of train-
ing parameters;

• topics which returns the list of trained top-
ics and, for each of them, the 10 most repre-
sentative words. Where available, the weights
of those words in representing the topic are
given;

• topic which returns the information (repre-
sentative words and weights) about a single
topic;

• predict which performs the topic inference
on a given (unseen) text;

• get training predictions which
provides the final predictions made on the
training corpus. Where possible, this method
is not performing a new inference on the text,
but returns the predictions obtained during
the training;

• coherence which computes the chosen co-
herence metric – among the ones described in
Section 3.1 – on a given dataset;

• evaluate which evaluate the model predic-
tions against a given ground truth, using the
metrics described in Section 3.2.
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Algorithm Acronym Source implementation
Latent Dirichlet Allocation LDA http://mallet.cs.umass.edu/ (McCallum, 2002) (JAVA)
Latent Feature Topic Models LFTM https://github.com/datquocnguyen/LFTM (JAVA)
Doc2Topic D2T https://github.com/sronnqvist/doc2topic

Gibbs Sampling for a DMM GSDMM https://github.com/rwalk/gsdmm

Non-Negative Matrix Factorization NMF https://radimrehurek.com/gensim/models/nmf.html

Hierarchical Dirichlet Processing HDP https://radimrehurek.com/gensim/models/hdpmodel.html

Latent Semantic Indexing LSI https://radimrehurek.com/gensim/models/lsimodel.html

Paragraph Vector Topic Model PVTM https://github.com/davidlenz/pvtm

Context Topic Model CTM https://github.com/MilaNLProc/contextualized-topic-models

Table 1: Algorithms included in ToModAPI, with their source implementation. The original implementation of
those model is in Python unless specified otherwise.

The structure of the library, which relies on class
inheritance, is easy to extend with the addition of
new models. In addition to allowing the import
in any Python environment and use the library of-
fline, it provides the possibility of automatically
build a web API, in order to access to the different
methods through HTTP calls. Table 2 provides a
comparison between the ToModAPI, Gensim and
STMM. Given that we wrap some Gensim mod-
els and methods (i.e. for coherence computation),
some similarities between it and our work can be
observed.

The software is distributed under an open source
license7. A demo of the web API is available at
http://hyperted.eurecom.fr/topic.

5 Datasets and pre-trained models

Together with the library, we provide pre-trained
models trained on two different datasets having dif-
ferent characteristics (20NG and AFP). A common
pre-processing is performed on the datasets before
training, consisting of:

• Removing numbers, which, in general, do not
contribute to the broad semantics;

• Removing the punctuation and lower-casing;

• Removing the standard English stop words;

• Lemmatisation using Wordnet, in order to deal
with inflected forms as a single semantic item;

• Ignoring words with 2 letters or less. In facts,
they are mainly residuals from removing punc-
tuation – e.g. stripping punctuation from peo-
ple’s produces people and s.

The same pre-processing is also applied to the text
before topic prediction.

7https://github.com/D2KLab/ToModAPI

5.1 20 NewsGroups

The 20 NewsGroups collection (20NG) (Lang,
1995) is a popular dataset used for text classifi-
cation and clustering. It is composed of English
news documents, distributed fairly equally across
20 different categories according to the subject of
the text. We use a reduced version of this dataset8,
which excludes all the documents composed by the
sole header while preserving an even partition over
the 20 categories. This reduced dataset contains
11,314 documents. We pre-process the dataset in
order to remove irrelevant metadata – consisting of
email addresses and news feed identifiers – keep-
ing just the textual content. The average number of
words per document is 142.

5.2 Agence France Presse

The Agence France Presse (AFP) publishes daily
up to 2000 news articles in 5 different languages9,
together with some metadata represented in the
NewsML XML-based format. Each document is
categorised using one or more subject codes, taken
from the IPTC NewsCode Concept vocabulary10.
In case of multiple subjects, they are ordered by
relevance. In this work, we only consider the first
level of the hierarchy of the IPTC subject codes.
We extracted a dataset containing 125,516 news
documents in English and corresponding to the
production of AFP for the year 2019, with 237
words per document on average.

Table 3 summarizes the number of documents
for each topic in those two datasets. In AFP, a sin-
gle document can be assigned to multiple subject,
so we take each assignment into account. The two

8https://github.com/selva86/datasets/
9The catalogue can be explored at http://medialab.

afp.com/afp4w/
10http://cv.iptc.org/newscodes/

subjectcode/
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library Gensim STMM ToModAPI

algorithms

8: LDA, LDA Sequence,
LDA multicore,
NMF, LSI, HDP,
Author-topic model, DTM

11: LDA, LFTM, DMM,
BTM, WNTM, PTM,
SATM, ETM, GPU-DMM,
GPU-PDMM, LF-DMM

9: LDA, LFTM, D2T,
GSDMM, NMF,
HDP, LSI, PVTM, CTM

language Python Java Python
focus general short text general
training X X X
inference X X X
corpus predictions (by inferencing the corpus) X X
coherence metrics cumass, cv, cuci, cnpmi cumass cumass, cv, cuci, cnpmi

Evaluation with
Ground Truth - purity, NMI

purity, homogeneity,
completeness,
v-measure, NMI

usage import in script command line import in script, web API

Table 2: Comparison between topic modeling libraries. For details about the acronyms, refer to the documentation

datasets present multiple differences: total number
of documents, distribution of documents per sub-
ject, and the fact that for AFP, one document can
have multiple subjects.

20NG AFP
rec.sport.hockey 600 Politics 47277
soc.religion.christian 599 Sport 36901
rec.motorcycles 598 Economy, Business, Finance 31042
rec.sport.baseball 597 Unrest, Conflicts and War 21140
sci.crypt 595 Crime, Law and Justice 16977
sci.med 594 Art, Culture, Entertainment 8586
rec.autos 594 Social Issues 7609
comp.windows.x 593 Disasters and Accidents 5893
sci.space 593 Human Interest 4159
comp.os.ms-windows.misc 591 Environmental Issue 4036
sci.electronics 591 Science and Technology 3502
comp.sys.ibm.pc.hardware 590 Religion and Belief 3081
misc.forsale 585 Lifestyle and Leisure 3044
comp.graphics 584 Labour 2570
comp.sys.mac.hardware 578 Health 2535
talk.politics.mideast 564 Weather 1159
talk.politics.guns 546 Education 734
alt.atheism 480
talk.politics.misc 465
talk.religion.misc 377
Total 11314 Total 125516

Table 3: Number of documents per subject in 20NG
(20 topics) and AFP (17 topics)

5.3 Wikipedia Corpus
We also describe the Wikipedia corpus (Wiki)11,
which is a readily extracted and organised snap-
shot from 2013 that includes pages with at least
20 page views in English. This corpus has been
used in other works, for example, for computing
word embeddings (Leimeister and Wilson, 2018).
The corpus is distributed with some pre-processing
already applied, like lower-casing and punctuation

11https://storage.googleapis.com/
lateral-datadumps/wikipedia_utf8_
filtered_20pageviews.csv.gz

stripping. However, we performed additional oper-
ations such as lemmatisation, stop-word and small
word (2 characters or less) removal. The dataset
consists of around 463k documents with 498M
words. This corpus will not be used for training but
only for evaluating the models (trained on 20NG
or AFP) in order to reflect on the generalisation of
the topics models.

6 Experiment and Results

We empirically evaluate the performances of the
topic modeling algorithms described in Section 2
on the two datasets presented in Section 5 using the
metrics detailed in Section 3. For each algorithm,
we trained two different models, respectively on
20NG and AFP corpus. The number of topics –
when required by the algorithm – has been set to
20 and 7 when training on 20NG and AFP, respec-
tively, in order to mimic the original division in
class labels of the corpora (except for GSDMM
and HDP which infer the optimal number of top-
ics). Each model trained on either 20NG or AFP is
tested against the same dataset and the Wikipedia
dataset to compute each metric.

Table 4 shows the average coherence scores of
the topics computed on the 20NG dataset, together
with the standard deviation, while the results of
Table 5 refer to models computed on the AFP
dataset. The results differ depending on the studied
metric and the evaluation dataset. LFTM gener-
alises better when evaluated against the Wikipedia
corpus, probably thanks to the usage of pre-trained
word vectors on large corpora. Overall, LDA has
the best results on all metrics, always being among
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Cv CNPMI CUMASS CUCI
20NG wiki 20NG wiki 20NG wiki 20NG wiki

CTM 0.56 (0.15) 0.46 (0.24) -0.04 (0.19) -0.06 (0.16) -5.78 (5.27) -4.28 (3.94) -3.09 (4.18) -2.51 (3.95)
D2T 0.57 (0.14) 0.51 (0.10) 0.01 (0.11) 0.05 (0.05) -2.94 (1.67) -2.02 (0.49) -1.56 (2.39) 0.16 (0.81)
GSDMM 0.50 (0.18) 0.41 (0.20) 0.00 (0.19) -0.04 (0.09) -3.86 (2.88) -2.45 (1.04) -2.02 (3.16) -1.44 (2.26)
HDP 0.44 (0.21) 0.48 (0.24) -0.09 (0.17) -0.04 (0.10) -5.59 (5.04) -3.25 (3.18) -5.59 (5.04) -2.21 (2.64)
LDA 0.64 (0.14) 0.55 (0.16) 0.10 (0.08) 0.07 (0.06) -1.98 (0.68) -1.75 (0.45) 0.27 (1.30) 0.53 (0.88)
LFTM 0.53 (0.09) 0.56 (0.17) -0.01 (0.10) 0.07 (0.06) -2.97 (3.15) -1.72 (0.69) -1.47 (2.47) 0.58 (0.76)
LSI 0.53 (0.22) 0.41 (0.11) 0.03 (0.16) -0.04 (0.10) -3.25 (2.16) -2.64 (1.08) -1.37 (2.89) -1.69 (2.59)
NMF 0.61 (0.19) 0.52 (0.15) 0.10 (0.15) -0.02 (0.12) -2.37 (1.61) -3.08 (4.83) -0.03 (2.24) -1.27 (2.97)
PVTM 0.54 (0.09) 0.46 (0.11) 0.06 (0.04) 0.04 (0.06) -1.63 (0.82) -1.52 (0.54) 0.21 (0.92) 0.25 (0.74)

Table 4: The mean and standard deviation of different coherence metrics computed on 2 reference corpora 20NG
and Wikipedia. The models have been trained on 20NG.

Cv CNPMI CUMASS CUCI
AFP wiki AFP wiki AFP wiki AFP wiki

CTM 0.54 (0.15) 0.56 (0.28) -0.05 (0.17) -0.04 (0.09) -6.56 (5.94) -3.47 (2.96) -2.75 (3.73) -1.49 (2.17)
D2T 0.58 (0.14) 0.45 (0.10) 0.06 (0.07) -0.01 (0.07) -2.25 (0.49) -2.44 (0.73) -0.02 (0.93) -1.07 (1.42)
GSDMM 0.51 (0.12) 0.58 (0.17) 0.09 (0.07) 0.03 (0.11) -1.72 (0.47) -2.73 (1.31) 0.70 (0.66) -0.29 (1.59)
HDP 0.42 (0.10) 0.69 (0.22) 0.02 (0.07) 0.01 (0.16) -2.23 (0.92) -2.74 (2.63) -0.20 (1.05) -0.63 (2.86)
LDA 0.65 (0.10) 0.54 (0.11) 0.11 (0.04) 0.06 (0.06) -1.40 (0.23) -1.88 (0.48) 0.80 (0.30) 0.25 (0.89)
LFTM 0.59 (0.14) 0.54 (0.20) 0.06 (0.10) 0.06 (0.12) -1.97 (2.40) -1.91 (2.19) 0.11 (2.08) 0.22 (2.58)
LSI 0.58 (0.12) 0.55 (0.14) 0.07 (0.09) 0.05 (0.11) -1.80 (0.47) -2.59 (1.37) 0.09 (0.96) -0.36 (1.87)
NMF 0.67 (0.12) 0.46 (0.12) 0.13 (0.06) 0.04 (0.07) -1.27 (0.29) -1.73 (0.69) 0.95 (0.42) 0.07 (1.26)
PVTM 0.52 (0.12) 0.51 (0.09) 0.07 (0.06) 0.04 (0.04) -1.16 (0.34) -1.56 0.86 0.49 (0.41) 0.14 (0.63)

Table 5: The mean and standard deviation of different coherence metrics computed on 2 reference corpora AFP
and Wikipedia. The models have been trained on AFP.

the top ones in terms of coherence. When trained
on AFP, all topic models benefit of a bigger dataset;
this results in generally higher scores and in differ-
ent algorithms maximising specific metrics.

We also consider the time taken by the differ-
ent techniques for different tasks like training and
getting prediction (Table 6). The results have been
collected selecting the best of 3 different calls. The
inference time has been computed using the models
trained on the 20NG dataset, on a small sentence
of 18 words12. The table shows LDA leading in
training, while the longest execution time belongs
to LFTM. The inference time for all models is in
the order of few seconds or even less than 1 for
GSDMM, HDP, LSI and PVTM. The manipulation
of BERT embeddings makes CTM inference more
time-consuming. The inference timing for D2T is
not computed because its implementation is not
available yet.

7 Conclusions and Future Work

In this paper, we introduced ToModAPI, a library
and a Web API to easily train, test and evaluate
topic models. 9 algorithms are already included
in the library, while new ones will be added in fu-
ture. Other evaluation metrics for topic modeling

12“Climate change is a global environmental issue that is
affecting the lands, the oceans, the animals, and humans”

have been proposed (Wallach et al., 2009) and will
be included in the API for enabling a complete
evaluation. Among these, metrics based on word
embeddings are gaining particular attention (Ding
et al., 2018). For further exploiting the advantage of
having a common interface, we will study ways to
automatically tune each model’s hyper-parameters
such as the right number of topics, find an appro-
priate label for the computed topics, optimise and
use the models in real world applications. Finally,
future work includes a deeper comparison of the
models trained on different datasets.

Training Inference
20NG AFP

CTM 544 9,262 19
D2T 192 5,892 -
GSDMM 1,194 21,881 0
HDP 430 7,020 0
LDA 80 1,334 2
LFTM 3,119 15,100 1
LSI 383 6,716 0
NMF 357 6,320 5
PVTM 193 3,757 0

Table 6: Model comparison from a time (in seconds)
delay standpoint for training and inference.
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B.4 EURECOM’s ACL 2021 submission

This paper describes a thorough comparison of topic models made by EURECOM and submit-
ted at ACL 2021.
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Watch Your Model: A Systematic Evaluation of Topic Models

Anonymous ACL-IJCNLP submission

Abstract

From probabilistic to neural models, differ-
ent topic modelling algorithms have been pro-
posed in the literature. However, their perfor-
mance is not easy to evaluate, especially when
these algorithms are used on heterogeneous
datasets. In this paper, we present several ap-
proaches to topic modelling, an overview of
the different metrics used to compare their per-
formance, and the challenges of conducting
such a comparison. We empirically evaluate
the performance of 9 topic models from the lit-
erature on different settings reflecting a variety
of real-life situations in term of dataset size,
number of topics, and distribution of topics,
using both metrics that rely only on the intrin-
sic characteristics of the results (coherence), as
well as the agreement between the resulting
topic distribution and their ground truth. Our
findings reveal some shortcomings regarding
the common practices in topic models evalua-
tion.

1 Introduction

The analysis of massive volumes of text is an ex-
tremely expensive activity when it relies on manual
approaches or crowdsourcing strategies which are
non-scalable. Relevant tasks typically include tex-
tual document classification, document clustering,
keywords and named entities extraction, language
or sequence modelling, etc. In the literature, topic
modelling and topic extraction, which enable to
automatically recognise the main subject of a text,
has attracted a lot of interest. The predicted topics
can be used for clustering documents, for improv-
ing named entity extraction (Newman et al., 2006),
and for recommendation of related document.

Several topic modelling algorithms have been
proposed. However, we argue that it is hard to
make any fair comparison among the different ap-
proaches. They are often evaluated on different

datasets (or sometimes, subsets of datasets) and
different scoring metrics are used.

In this work, we selected some of the most used
topic modelling algorithms from the literature and
we provide a thorough comparison using a com-
mon evaluation protocol, where each topic model
is evaluated on several datasets and using a variety
of metrics that range from intrinsic evaluation of
the clustering quality to ones that assess the align-
ment between the extracted topics and the human-
assigned labels. We analyse the results and we dis-
cuss about the differences in performances across
the different algorithms, datasets and parameters.

The remaining of this paper is organised as fol-
lows. In Section 2, we describe some related work,
detailing some state-of-the-art topic modelling tech-
niques. Different metrics for evaluating topic mod-
els are introduced in Section 3, while Section 4 de-
scribes the datasets we use for this purpose. In
Section 5, we extensively analyse 9 topic models
using coherence and ground truth accuracy. Finally,
we provide some conclusions in Section 6.

2 Related Work

2.1 Topic Modelling Techniques

Except few exceptions (Blei and McAuliffe, 2007),
most topic modelling approaches rely on unsuper-
vised training methods. Instead of learning the
mapping to a pre-defined set of topics (or labels),
the goal of these methods consists in assigning text
documents from a collection to one of N topics,
where N is a required parameter. Typically, these
models compute two distributions: a Document-
Topic distribution which represents the probability
of each document to belong to each topic, and a
Topic-Word distribution which represents the prob-
ability of each topic to be represented by each word
present in the documents. These distributions are
used to predict the topic of unseen documents.
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One of the first yet still widely used techniques
is Latent Dirichlet Allocation (LDA) (Blei et al.,
2003), an unsupervised statistical modelling ap-
proach that considers each document as a bag of
words and creates a randomly assigned document-
topic and word-topic distribution. Iterating over
words in each document, the distributions are up-
dated according to the probability that a document
or a word belongs to a certain topic. The Hierar-
chical Dirichlet Process (HDP) model (Teh et al.,
2006) considers instead each document as a group
of words belonging with a certain probability to
one or multiple components of a mixture model,
i.e. the topics. Both the probability measure for
each document (distribution over the topics) and
the base probability measure – which allows the
sharing of clusters across documents – are drawn
from Dirichlet Processes (Ferguson, 1973). Unlike
most other topic models, HDP infers the number
of topics automatically.

Gibbs Sampling for a DMM (GSDMM) ap-
plies the Dirichlet Multinomial Mixture model for
short text clustering (Yin and Wang, 2014). This
algorithm works computing iteratively the proba-
bility that a document join a specific one of the N
available clusters. This probability consist in two
parts: 1) a part that promotes the clusters with more
documents; 2) a part that advantages the movement
of a document towards similar clusters, i.e. which
contains a similar word-set. Those two parts are
controlled by the parameters α and β. The simplic-
ity of GSDMM provides a fast convergence after
some iterations. This algorithm consider the given
number of clusters given as an upper bound and it
might end up with a lower number of topics. From
another perspective, it is somehow able to infer the
optimal number of topics, given the upper bound.

Recently, pre-trained Word vectors such as
word2vec (Mikolov et al., 2013) or GloVe (Pen-
nington et al., 2014) have been used to
help to enhance topic-word representations, as
achieved by the Latent Feature Topic Models
(LFTM) (Nguyen et al., 2015). One of the LFTM
algorithms is Latent Feature LDA (LF-LDA), which
extends the original LDA algorithm by enriching
the topic-word distribution with a latent feature
component composed of pre-trained word vec-
tors. In the same vein, the Paragraph Vector
Topic Model (PVTM) (Lenz and Winker, 2020)
uses doc2vec (Le and Mikolov, 2014) to generate
document-level representations in a common em-

bedding space. Then, it fits a Gaussian Mixture
Model to cluster all the similar documents into a
predetermined number of topics – i.e. the number
of GMM components.

Topic modelling can also be performed via
linear-algebraic methods. Starting from the the
high-dimensional term-document matrix, multiple
approaches can be used to lower its dimensions.
Then, we consider every dimension in the lower-
rank matrix as a latent topic. A straightforward ap-
plication of this principle is the Latent Semantic
Indexing model (LSI) (Deerwester et al., 1990),
which uses Singular Value Decomposition as a
means to approximate the term-document matrix
(potentially mediated by TF-IDF) into one with less
rows – each one representing a latent semantic di-
mension in the data – and preserving the similarity
structure among columns (terms). Non-negative
Matrix Factorisation (NMF) (Paatero and Tap-
per, 1994) exploits the fact that the term-document
matrix is non-negative, thus producing not only a
denser representation of the term-document distri-
bution through the matrix factorisation but guaran-
teeing that the membership of a document to each
topic is represented by a positive coefficient.

In recent years, neural network approaches for
topic modelling have gained popularity giving birth
to a family of Neural Topic Models (NTM) (Cao
et al., 2015). Among those, doc2topic (D2T)1 uses
a neural network which separately computes N-
dimensional embedding vectors for words and doc-
uments (with N = number of topics) before comput-
ing the final output using a sigmoid activation. The
distributions topic-word and document-topic are
obtained by getting the final weights on the two em-
bedding layers. The Contextualized Topic Model
(CTM) (Bianchi et al., 2020) uses Sentence-BERT
(SBERT) (Reimers and Gurevych, 2019) – a neural
transformer language model designed to compute
sentences representations efficiently – to generate
a fixed-size embedding for each document to con-
textualise the usual Bag of Words representation.
CTM enhances the Neural-ProdLDA (Srivastava
and Sutton, 2017) architecture with this contextual
representation to significantly improve the coher-
ence of the generated topics.

1https://github.com/sronnqvist/
doc2topic
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2.2 Topic Models Comparison

While no extensive comparison of recent topic
models has been made, some previous works have
tried to compare different topic models on certain
datasets and metrics. A review of statistical topic
modelling techniques is included in Newman et al.
(2006). A comparison and evaluation of LDA and
NMF on some news and tweets corpora using multi-
ple coherence metrics is proposed by O’Callaghan
et al. (2015). Schofield and Mimno (2016) pro-
vide a comparison resulting from the effect of pre-
processing on the performance of LDA on multi-
ple corpora. Jelodar et al. (2017) offers a survey
of topic modelling techniques based on LDA, as
well as their different applications in recent liter-
ature. Yi and Allan (2009) and Alexander and
Gleicher (2016) offer a comparison between sev-
eral topic models evaluated as tools for performing
Information Retrieval downstream tasks such as
Topic Alignment, Change Comparison, Document
Retrieval and Query Expansion. Several evaluation
metrics based on top-words analysis was suggested
by Newman et al. (2010a). Alghamdi and Alfalqi
(2015) compare 4 topic models (LDA, LSI, PLSA
and CTM): this survey studied both their capability
in modelling static topics, as well as in detecting
topic change over time, highlighting the strengths
and weaknesses of each. Newman et al. (2010b)
set out to automatically assess the coherence and
interpretability of the topics learned by topic mod-
els using an evaluation protocol involving human
subjects, showing that top-words PMI (computed
from different textual sources) has a high correla-
tion with human scores for a wide variety of topics.
Burkhardt and Kramer (2019) provide a survey for
the adjacent task of multi-label topic models, un-
derlining its challenges and promising directions.
Finally, Qiang et al. (2020) give an extensive per-
formance evaluation of multiple topic models in the
context of the Short Text Topic modelling sub-task
(e.g. tweets), showing how the traditional topic
models that rely on word co-occurrence statistics
do not fare as well self-aggregation and DMM-
based methods, while also providing a comparison
on the computational efficiency of said models.

2.3 Metrics

While our work utilises multiple comparison met-
rics (detailed in Section 3.1), it is worth highlight-
ing that many other evaluation metrics were pro-
posed in the literature to expose different charac-

teristics of the studied topic models such as Clas-
sification Accuracy and Perplexity (Qiang et al.,
2020), Entropy and Held-out Likelihood (Schofield
and Mimno, 2016), Stability (Alexander and Gle-
icher, 2016), and Top-word Ranking (Greene et al.,
2014), whereas finding a universally useful met-
ric for topic modelling evaluation is still an open
problem (Blei, 2012).

3 Metrics

The evaluation of machine learning techniques of-
ten relies on accuracy scores computed comparing
predicted results against a ground truth. In the case
of unsupervised techniques like topic modelling,
the ground truth is not always available. For this
reason, in the literature, we can find:

• metrics which enable to evaluate a topic model
independently from a ground truth, among
which, coherence measures are the most pop-
ular ones (Röder et al., 2015; O’Callaghan
et al., 2015; Qiang et al., 2020);

• metrics that measure the quality of a model’s
predictions by comparing its resulting clusters
against ground truth labels, in this case a topic
label for each document.

3.1 Coherence Metrics

The coherence metrics rely on the joint probability
P (wi, wj) of two words wi and wj that is com-
puted by counting the number of documents in
which those words occur together divided by the
total number of documents in the corpus. The doc-
uments are fragmented using sliding windows of
a given length, and the probability is given by the
number of fragments including both wi and wj
divided by the total number of fragments. This
probability can be expressed through the Pointwise
Mutual Information (PMI), defined as:

PMI(wi, wj) = log
P (wi, wj) + ε

P (wi) · P (wj)
(1)

A small value is chosen for ε, in order to avoid
computing the logarithm of 0. Different metrics
based on PMI have been introduced in the literature,
differing in the strategies applied for token segmen-
tation, probability estimation, confirmation mea-
sure, and aggregation. The UCI coherence (Röder
et al., 2015) averages the PMI computed between
pairs of topics, according to:

CUCI =
2

N ·(N−1)
∑N−1
i=1

∑N
j=i+1 PMI(wi, wj) (2)
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The UMASS coherence (Röder et al., 2015) re-
lies instead on a different joint probability:

CUMASS = 2
N ·(N−1)

∑N−1
i=1

∑N
j=i+1 log

P (wi,wj)+ε
P (wj)

(3)

The Normalized Pointwise Mutual Informa-
tion (NPMI) (Chiarcos et al., 2009) applies the
PMI in a confirmation measure for defining the
association between two words:

NPMI(wi, wj) =
PMI(wi, wj)

−log(P (wi, wj) + ε)
(4)

NPMI values go from -1 (never co-occurring
words) to +1 (always co-occurring), while the value
of 0 suggests complete independence. The most
common implementation of CNPMI applies NPMI
as in Eqn (4) to couples of words, computing their
joint probabilities using sliding windows.

This measure can be applied also to word sets.
This is made possible using a vector representa-
tion in which each feature consists in the NPMI
computed between wi and a word in the corpus W ,
according to the formula:

−→v (wi) =
{
NPMI(wi, wj)|wj ∈W

}
(5)

The vectors related to each word of the topic are
then compared using the cosine similarity CV .

Fang et al. (2016) introduce Word Embeddings-
based Coherence. This metric relies on pre-
trained word embeddings such as GloVe or
word2vec and evaluate the topic quality using a
similarity metric between its top words. In other
words, a high mutual embedding similarity be-
tween a model’s top words reflects its underlying
semantic coherence. In this paper, we will use the
sum of mutual cosine similarity computed on the
Glove vectors2 of the top 10 words of each topic.

CWE = 2
N ·(N−1)

∑N−1
i=1

∑N
j=i+1 cos(vi, vj) (6)

where vi and vj are the GloVe vectors of the
words wi and wj .

In practice, these metrics are computed at topic
level and then aggregated using the arithmetic
mean, in order to provide a coherence value for
the whole model.

2We use a Glove model pre-trained on Wikipedia 2014
+ Gigaword 5, available at https://nlp.stanford.
edu/projects/glove/

3.2 Metrics Which Relies on a Ground Truth

The most used metric that relies on a ground truth is
the Purity, defined as the fraction of documents in
each cluster with a correct prediction (Hajjem and
Latiri, 2017). A prediction is considered correct if
the original label coincides with the original label
of the majority of documents falling in the same
topic prediction. Given L the set of original labels
and T the set of predictions:

Purity(T, L) =
1

|T |
∑

i∈T
max
j∈L
|Tj ∩ Lj | (7)

Other metrics are used in the literature for eval-
uating the quality of classification or clustering
algorithms, applied to the topic modelling task:

1. Homogeneity: a topic model output is consid-
ered homogeneous if all documents assigned
to each topic belong to the same ground-truth
label (Rosenberg and Hirschberg, 2007);

2. Completeness: a topic model output is
considered complete if all documents from
one ground-truth label fall into the same
topic (Rosenberg and Hirschberg, 2007);

3. V-Measure: the harmonic mean of Homo-
geneity and Completeness. A V-Measure of
1.0 corresponds to a perfect alignment be-
tween topic model outputs and ground truth
labels (Rosenberg and Hirschberg, 2007);

4. Normalized Mutual Information (NMI) is
the ratio between the mutual information be-
tween two distributions – in our case, the pre-
diction set and the ground truth – normalised
through an aggregation of those distributions’
entropies (Lancichinetti et al., 2009). The
aggregation can be realised by selecting the
minimum/maximum or applying the geomet-
ric/arithmetic mean. In the case of arithmetic
mean, NMI is equivalent to the V-Measure.

In this work, we use their implementations as pro-
vided by scikit-learn (Pedregosa et al., 2011).

4 Datasets

A common pre-processing is performed on the
datasets before training, consisting of:

• Removing numbers, which, in general, do not
contribute to the broad semantics of the docu-
ment;
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• Removing the punctuation and lower-casing
the text;

• Removing the standard English stop words;
• Lemmatisation using Wordnet, in order to deal

with inflected forms as they are a single se-
mantic item;

• Ignoring words with 2 letters or less. In facts,
they are mainly residuals from removing punc-
tuation – e.g. stripping punctuation from peo-
ple’s produces people and s.

The same pre-processing is also applied to the text
before topic prediction.

4.1 20 NewsGroups

The 20 NewsGroups collection (20NG) (Lang,
1995) is a popular dataset used for text classifi-
cation and clustering. It is composed of English
news documents, distributed fairly equally across
20 different categories according to the subject of
the text. We use a reduced version of this dataset3,
which excludes all the documents composed by the
sole header while preserving an even partition over
the 20 categories. This reduced dataset contains
11,314 documents. We pre-process the dataset in
order to remove irrelevant metadata – consisting of
email addresses and news feed identifiers – keep-
ing just the textual content. The average number of
words per document is 142.

4.2 Agence France Presse

The Agence France Presse (AFP) publishes daily
up to 2000 news articles in 5 different languages4,
together with some metadata represented in the
NewsML XML-based format. Each document is
categorised using one or more subject codes, taken
from the IPTC NewsCode Concept vocabulary5.
In case of multiple subjects, they are ordered by
relevance. In this work, we only consider the first
level of the hierarchy of the IPTC subject codes.

From this huge amount of publications, we ex-
tracted a dataset containing 125,516 news docu-
ments in English released in 2019, with 237 words
per document on average.

4.3 Yahoo! Answers Comprehensive Q&A

The Yahoo! Answers Comprehensive Q&A (later
simply Yahoo) contains over 4 million questions
and their answers, as extracted from the Yahoo!

3https://github.com/selva86/datasets/
4http://medialab.afp.com/afp4w/
5http://cv.iptc.org/newscodes/

subjectcode/

Answers website6. Each question comes with meta-
data such as title, date, and category, as well as a
list of user-submitted answers. We construct doc-
uments by concatenating the title, body and best
answer for each question – following Zhang et al.
(2015) – and preprocess the documents in the same
way as mentioned above. Then we create 2 subsets:

• Yahoo balanced, in which each category is
represented by the same number of documents
(1000) for a total of 26,000 documents;

• Yahoo unbalanced, in which the number of
documents sampled from each category is pro-
portional to its presence in the overall dataset,
for a total of 22,121 documents.

These two subsets have been realised having a num-
ber of document with the same order of magnitude,
in order to compare the differences in performance
with a balanced and unbalanced sets.

Table 1 summarises the properties of these
datasets. The datasets present multiple differences,
namely the size, the length of the documents and
the distribution of documents per topic (i.e. ground
truth label).

5 Experiment and Results

Evaluating an unsupervised task such as Topic
Modelling is inherently challenging, and despite
the variety of metrics, it is still an open prob-
lem (Chang et al., 2009; Blei, 2012). While in-
trinsic metrics (coherence) try to measure the un-
derlying quality of the topical clusters generated by
each model, they do not always match with human
judgement. Two very coherent topics (according
to the metric) can still fall under the same topic
label for a human, and vice-versa, topic models
aim to maximise the posterior probability of a doc-
ument belonging to a coherent topic, regardless of
how it maps to human-perceived categories. For
instance, Christianity and Atheism can be both filed
as two independent topics or one topic (religion) by
a human annotator, and while neither arbitrary op-
tion is wrong, it constitutes a big difference to how
we would evaluate the topic modelling algorithms.
They have no means of inferring what humans find
to be topically distinct beyond co-occurrence statis-
tics, making the comparison to human-annotated
labels (as a “gold standard”) quite insufficient. Be-
cause of these challenges, few works in the litera-
ture (O’Callaghan et al., 2015; Alexander and Gle-
icher, 2016; Alghamdi and Alfalqi, 2015; Qiang

6https://answers.yahoo.com
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Dataset # Documents # Labels # Documents/label (std) Document Length (std)
20 NEWSGROUPS 11314 20 565 (56) 122 (241)
AFP 125516 17 4932 (8920) 242 (234)
YAHOO! ANSWERS (BALANCED) 26000 26 1000 (0) 43 (47)
YAHOO! ANSWERS (UNBALANCED) 22121 26 850 (726) 43 (46)

Table 1: Characteristics of the studied datasets

et al., 2020) go beyond simple comparisons that
only use one metric or dataset, eclipsing the merits
and shortcomings of the other methods. We attempt
to provide a more thorough comparison using mul-
tiple evaluation datasets (varying in size, document
length, number of topics, and label distribution)
and metrics from the literature as a step towards a
better understanding of the available options and
their usability for different potential use-cases.

5.1 Varying the datasets

This section reports a comparison between 9 topic
modelling algorithms described in Section 2. Our
experimental setup goes as follows:

• For each dataset, we pre-process every docu-
ment using the process described in Section 4;

• We train each topic model on each dataset,
selecting the hyper-parameters through an op-
timisation process based on grid search, in
order to maximise the CNPMI score. The use
of a coherence metric as an optimisation ob-
jective is justified by the common use-case
scenario, in which ground-truth labels are not
present. The full set of parameters is docu-
mented in the repository7;

• For each trained model, we compute all the
intrinsic (coherence) metrics and the ground-
truth-based ones.

For the experiment, we rely on a topic modelling
API8. This framework provides a common inter-
face for training, performing topic inference, and
evaluating using coherence and ground truth. It
includes all the metrics described above.

The number of topics – which must be provided
in input to the algorithm for training – has been
set to 20, 17 and 26 respectively when training
on 20NG, AFP, and Yahoo, in order to mimic the
original number of labels in each corpus, except
for HDP, which automatically infers the number
of topics. For the first two datasets, we perform
another training using the same hyper-parameters

7Anonymized for double blind purpose: https://bit.
ly/2GM2jFO

8Temporary repository to respect the double-blind period:
http://193.55.113.124/topic-model-api/

but increasing the number of topics to 50, to study
its effect on the performance on the various metrics.

While all the obtained results are available in
the repository9, we will report in Figure 1 a selec-
tion of the most noticeable scores, namely CNPMI ,
Word Embeddings coherence and V-Measure.
CNPMI values are in line with all the other co-

herence metrics in terms of ranking (listed in the
appendix for brevity), i.e. LDA shows consistently
good coherence scores across all datasets, followed
by NMF and PVTM.

For the CTM model, we obtained a significantly
lower coherence value than the one reported by
Bianchi et al. (2020). Further investigation and
experiments revealed the impact in this of an addi-
tional preprocessing step which reduces the vocab-
ulary to the 2000 most-frequent words. This further
preprocessing improves the NPMI score of CTM
from −0.028 to 0.116, while lowering the one of
LDA from 0.133 to 0.126. This confirms the limits
of topic modelling comparison and enforces the
call for a standard procedure.

Word embeddings coherence demonstrated a bet-
ter correlation which human judgement (Fang et al.,
2016). Unsurprisingly, the two models that rely on
word embeddings (LFTM, PVTM) tend to perform
notably better (Figure 1).

The V-measure results included in Figure 1 are
particularly relevant for understanding the correla-
tion between the predicted topics and the ground
truth, as it summarises three metrics – homogene-
ity, completeness and purity. This metric relies on
human choices (either by the editors for AFP or
the website users for 20NG and Yahoo) and so it
approximates the correlation between the topics as
decided by the algorithms and the human (subjec-
tive) judgement on the same matter. Again, LDA is
leading in overall performances, while other mod-
els – LFTM, PVTM, GSDMM – have good scores
on particular datasets. The Yahoo dataset is par-
ticularly challenging for all models (the maximum
value for V-measure is 0.33 for LDA), as compared

9http://193.55.113.124/
topic-model-api/appendix.pdf
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Figure 1: NPMI, Word embedding coherence and V-measure across the models trained on the different datasets.
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to AFP (0.55 for LDA) or 20NG (0.59 for PVTM),
probably due to a combination of document length,
noise and errors in user-submitted content, and the
potential overlap in topics10. Increasing the num-
ber of topic systematically improves the results on
AFP, raising the Homogeneity and Purity scores.
This happens because the more granular a topic is,
the more chance its mapping to the human label is
correct. However, this is not observed on 20NG.
Given the difference in size between 20NG and
AFP, we conclude that the dimension of the former
is not allowing it to extract smaller coherent topics,
but rather causes an over-specialisation of them.

In summary, LDA still achieves the best scores
overall, being often the first (or among the firsts)
in ranking for every metric, whereas the other al-
gorithms excel in particular contexts and can be
specifically suitable for a given dataset. Increas-
ing the number of topics is particularly helpful on
bigger datasets, as it allows the topic models to
find smaller yet more coherent subtopics within the
collection, avoiding the drawback effect of being
too specific. About label balance as tested through
the Yahoo dataset, it appears that the balancing in
the dataset have not large impact in final results.
On the contrary, training on the unbalanced version
is often producing better coherence and V-measure.
The reason of this can be found in the complete
dropping of smaller categories, thus reducing the
number of classes and achieving a higher-scoring
topic/label mapping.

5.2 Varying the number of topics
To evaluate the effect of the choice of the number
of topics (usually unknown beforehand), we train
our models – except HDP, which infers the number
of topics automatically – on 20NG using the same
hyperparameters and varying only the number of
topics. The results are shown in Table 2.

While there is a slight yet consistent improve-
ment in the NPMI score for PVTM, we observe
that increasing the number of topics does not con-
sistently improve or hurt the coherence of the pro-
duced models. The fact that the score for 20 topics
is usually the highest is probably due to the model
finetuning, applied on this configuration. Finetun-
ing every model for every number of topics requires
a study of the co-optimisation of hyperparameters,
which is out of the scope of this paper.

10Some examples are “News & Events”/“Politics and Gov-
ernment”, “Dining Out”/“Food & Drink”, and “Business and
Finance”/“Local Businesses”

NPMI Mean (std) Max Min
HDP -0.176 (0.09) -0.06 -0.28
LDA 0.120 (0.01) 0.133 0.101
NMF 0.083 (0.01) 0.102 0.063
PVTM 0.054 (0.01) 0.061 0.046

Table 2: The effect of random seeds on the NPMI for
some models trained on 20NG

5.3 Varying the seed

For the models which we able to configure the ran-
dom seed, we perform the evaluation on 20NG
using the same hyperparameters except the seed
(which we varied to have the values from 1 to 5).
Even among 5 runs, we observe quite some vari-
ance in the metrics that is purely due to randomness
which can be quite substantial. We report these re-
sults in Figure 2.

While the effect is not very pronounced, it can be
misguiding. We thus recommend for topic models
relying on random initialization to evaluate their
models using different seeds, to guarantee a statis-
tically significant comparison.

6 Conclusions and Future Work

In this work, we empirically compared 9 topic mod-
elling algorithms using different coherence and
ground-truth-based metrics on 3 text corpora re-
flecting a variety of properties, using a common
evaluation framework. The results reveal several
differences between the trained models, which ob-
tain more or less better performances in specific
settings. Among these, LDA proves to be the most
consistent resulting coherence, while embedding-
based models prove to be less prone to generate
meaningless topics.

The task of evaluating topic modelling remains
a challenging one because of the inherent lack of
a ground-truth, the subjectivity of what constitutes
a topic, and the variety of settings wherein it is
used. While every newly proposed topic model
claims to improve on the existing state-of-the-art
under some specific conditions, it is a worthwhile
effort to revisit those claims and review them on
a broader set of challenges and a unified pipeline,
revealing their strengths and shortcomings.

This study focusing on quantitative measures, a
possible extension may involve involving human
evaluation with domain experts, in order to judge
the quality of the predicted topics as well as their
relevance. Future work may also investigate the
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impact of other variables such as language, the
length of documents and the size of the dataset on
the overall performance of each studied model.
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B.5 EURECOM’s ESWC 2021 poster paper

This paper describes the GraphNER idea proposed by EURECOM and accepted at ESWC 2021.
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Named Entity Recognition
as Graph Classification

Ismail Harrando and Raphaël Troncy

EURECOM, Sophia Antipolis, France
{ismail.harrando,raphael.troncy}@eurecom.fr

Abstract. Injecting real-world information (typically contained in Knowl-
edge Graphs) and human expertise into an end-to-end training pipeline
for Natural Language Processing models is an open challenge. In this
preliminary work, we propose to approach the task of Named Entity
Recognition, which is traditionally viewed as a Sequence Tagging prob-
lem, as a Graph Classification problem, where every word is represented
as a node in a graph. This allows to embed contextual information as
well as other external knowledge relevant to each token, such as gazetteer
mentions, morphological form, and linguistic tags. We experiment with a
variety of graph modeling techniques to represent words, their contexts,
and external knowledge, and we evaluate our approach on the standard
CoNLL-2003 dataset. We obtained promising results when integrating
external knowledge through the use of graph representation in compari-
son to the dominant end-to-end training paradigm.

Keywords: Named Entity Recognition · Knowledge Graph · Graph
Classification · Knowledge Injection.

1 Introduction

Transformer-based language models such as BERT [2] have tremendously im-
proved the state of the art on a variety of Natural Language Processing tasks
and beyond. While it is hard to argue against the performance of these lan-
guage models, taking them for granted as the fundamental building-block for
any NLP application stifles the horizon of finding new and interesting methods
and approaches to tackle quite an otherwise diverse set of unique challenges re-
lated to specific tasks. This is especially relevant for tasks that are known to be
dependent on real-world knowledge or domain-specific and task-specific exper-
tise. Although these pre-trained language models have been shown to internally
encode some real-world knowledge (by virtue of being trained on large and ency-
clopedic corpora such as Wikipedia), it is less clear which information is actually
learnt and how it is internalized, or how one can inject new external information
(e.g. from a knowledge base) into these models in a way that it does not require
retraining them from scratch.

In this work, we propose a novel method to tackle Named Entity Recognition,
a task that has the particularity of relying on both the linguistic understanding
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of the sentence as well as some form of real-world information, as what makes a
Named Entity is the fact that it refers to an entity that is generally designated by
a proper name. Since graphs are one of the most generic structures to formally
represent knowledge (e.g. Knowledge Graphs), they constitute a promising rep-
resentation to model both the linguistic (arbitrarily long) context of a word as
well as any external knowledge that is deemed relevant for the task to perform.
Graph connections between words and their descriptions seems to intuitively
resemble how humans interpret words in a sentence context (how they relate to
preceding and following words, and how they relate external memorized knowl-
edge such as being a ”city name” or ”an adjective”). Hence, we propose to cast
Named Entity Recognition as a Graph Classification task, where the input of
our model is the representation of a graph that contains the word to classify, its
context, and other external knowledge modeled either as nodes themselves or as
node features. The output of the classification is a label corresponding to the
entity type of the word (Figure 1).

Fig. 1. Left: Traditional sequence tagging model. Right: Each word in a sentence be-
comes the central node of a graph, linked to the words from its context, as well as other
task-related features such as grammatical properties (e.g. ”Proper Noun”), gazetteers
mentions (e.g. ”Car Brand”) and task-specific features (e.g. ”Capitalized”). The graph
is then embedded which is passed to a classifier to predict an entity type.

2 Approach

In order to perform Named Entity Recognition as a Graph Classification task,
the ”word graph” needs to be transformed into a fixed-length vector representa-
tion, that is then fed to a classifier (Figure 1). This graph representation needs
to embed the word to classify (the central node), as well as its context – words
appearing before and after it – and its related tags (properties such as gazetteers
mention, grammatical role, etc). This formalization is interesting because it al-
lows to represent the entire context of the word (as graphs can be arbitrarily
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Named Entity Recognition as Graph Classification 3

big), to explicitly model the left and the right context separately, and to embed
different descriptors to each word seamlessly (either as node features or as other
nodes in the graph) and thus help the model to leverage knowledge from outside
the sentence and the closed training process. This is a first difference with the
traditional sequence labeling methods that only consider a narrow window the
tokens to annotate. While we posit that this method can integrate any external
data in the form of new nodes or node features in the input graph, we focus on
the following properties that are known to be related to the NER task:

– Context: which is made of the words around the word we want to classify.
– Grammatical tags: we use the Part of Speech tags (POS) e.g. ‘Noun’, as

well as the shallow parsing tags (chunking) e.g. ‘Verbal Phrase’.
– Case: in English, capitalization is an important marker for entities. We thus

add tags such as: ‘Capitalized’ if the word starts with a capital letter, ‘All
Caps’ if the word is made of only uppercase letters, and so on.

– Gazetteers: we generate lists of words that are related to potential en-
tity types by querying Wikidata for labels and synonyms corresponding to
entities belonging to types of interest such as Family Name, Brand, etc.

The literature on Graph Representations shows a rich diversity in approaches
[1, 3], but for our early experiments, we choose one candidate from each of the
main representation families: a neural auto-encoder baseline, Node2Vec for node
embeddings, TransE for Entity Embeddings, and a Graph Convolutional Net-
work based on [3]. This is admittedly a small sample of the richness that can be
further explored in the future, both in terms of the models and the way the input
graph is constructed (how to model the context and the added knowledge).

3 Experiments and Results

3.1 Experimental protocol

To train each of the aforementioned models, we construct a dataset1 by going
through every word in every document from the CoNLL training dataset, and
build its graph (Figure 1). Each of these graphs is then turned into a fixed-
length vector that is fed to a neural classifier (see subsection 3.2). For each of
the representations, we fine-tune the hyper-parameters (e.g. the embedding size)
using the ConLL validation (dev) set. We report the Micro-F1 and Macro-F1
scores for all trained models in Table 1 for both the validation and the test sets
together with the currently best performing approach from the state of the art2.

3.2 Methods

To evaluate the approach, we selected the following methods to generate graph
embeddings:

1 https://github.com/Siliam/graph_ner/tree/main/dataset/conll
2 See also http://nlpprogress.com/english/named_entity_recognition.html
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1. Binary Auto-encoder: We represent the input graph as a binary embedding
of the different nodes that are present in it, i.e., we concatenate a one-hot
embedding of the word, its left context and right context separately, and one-
hot embeddings for all other extra tags in the vocabulary (e.g. POS tags). We
use this ”flat” representation of the graph as a baseline that incorporates all
the external data without relying on the graph connectivity. We first train a
neural encoder-decoder (both feed-forward neural networks with one hidden
layer) to reconstruct the input binary representation of the graph, then use
the encoder part to generate a the graph embedding.

2. Node2Vec: we generate a global graph representing all nodes in the training
set (all words as related to their context, plus the tags that we also represent
as nodes), and then we use Node2Vec to generate embeddings for all nodes
in our graph. The final input graph representation is obtained by averaging
all nodes representations (i.e. the word, its context and its tags).

3. TransE: same as for Node2Vec, except the edges between the different nodes
(entities) are now labeled relations e.g. ’before’, ’after’, ’pos’, etc. We average
the representations of each of these nodes to obtain a graph embedding.

4. GCN: unlike the previous approaches where a graph embedding is generated
before the training phase, we can directly feed the graph data into a GCN
and train it end-to-end, thus allowing the network to learn a task-specific
graph representation. We base our model on GraphSAGE-GCN [3], using
an architecture based on this model from the PyTorch Geometric Library
3 that we modify to account for additional node features (tags, gazetteers
classes etc). This allows the network to learn a graph representation that is
specific to this task.

We note that for all of these methods, the classifier in a fully-connected
neural network with 1 hidden layer, and we add weights to the loss function to
accommodate for the unbalance in label distribution based on this formula:

wlabeli =

√
min(count(labelj) for labelj in labels)

count(labeli)

3.3 results

We observe a significant decrease in performance for all models between the
evaluation and test sets (with a varying intensity depending on the choice of
the model) that is probably due to the fact that the test set contains a lot of
out-of-vocabulary words that do not appear in the training set. We also see
that adding the external knowledge consistently improve the performance of the
graph models on both Micro- and Macro-F1 for all models considered. Finally,
while the performance on the test set for all graph-only models is still behind
LUKE, the best performing state of the art NER model on ConLL 2003, we

3 https://github.com/rusty1s/pytorch_geometric/blob/master/examples/

proteins_topk_pool.py
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observe that these models are significantly smaller and thus faster to train (in
matters of minutes once the graph embeddings are generated), when using a
simple 2-layers feed-forward neural as a classifier. These preliminary results show
promising directions for additional investigations and improvements.

Method Dev m-F1 Dev M-F1 Test m-F1 Test M-F1

Auto-encoder 91.0 67.3 90.3 63.2
Auto-encoder+ 91.5 71.7 91.5 70.4

Node2Vec 93.3 81.6 90.0 68.3
Node2Vec+ 94.1 82.1 91.1 72.6

TransE 91.8 75.0 91.7 70.0
TransE+ 93.6 78.8 91.9 74.5

GCN 96.1 86.3 92.9 78.8
GCN+ 96.5 88.8 94.1 81.0

LUKE [4] 94.3

Table 1. NER results with different graph representations (CoNLL-2003 dev and test
sets). The entries marked with “+” represent the models with external knowledge
added to the words and their context.

4 Conclusion and Future work

While the method proposed in this paper shows some promising results, the
performance on the ConLL 2003 test set is still significantly lower than the best
state-of-the-art Transformer-based method as of today. However, we have made
multiple design choices to limit the models search space and we believe that addi-
tional work on the models themselves (different architectures, hyper-parameters
fine-tuning, adding attention, changing the classifier) can improve the results.
The drop of performance from the validation to the test set is probably due to
the lack of any external linguistic knowledge outside of the training set, which
can be overcome by enriching the nodes with linguistic features such as Word
Embeddings. We will test this method on other specialized datasets in order
to demonstrate the value of this approach for domain-specific applications (fine-
grained entity typing). To facilitate reproducibility, we published the code of our
experiments at https://github.com/Siliam/graph_ner.
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B.6 EURECOM’s DataTV 2021a workshop paper

This paper describes the FaceRec open source library developed by EURECOM and accepted
at DataTV 2021 colocated with IMX 2021.
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FaceRec: An Interactive Framework for Face Recognition in Video Archives
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Annotating the visual presence of a known person in a video is a hard and costly task, in particular when applied to large video
corpora. The web is a massive source of visual information that can be exploited for detecting celebrities. In this work, we introduce
FaceRec, an AI-based system for automatically detecting faces of known but also unknown people in a video. The system relies on a
combination of state-of-the-art algorithms (MTCNN and FaceNet), applied on images crawled from web search engines. A tracking
system links consecutive detection in order to adjust and correct the label predictions using a confidence-based voting mechanism.
Furthermore, we add a clustering algorithm for the unlabelled faces, thus increasing the number of people that can be recognized. We
evaluate our system that obtained high precision on datasets of both historical and recent videos. We release the complete framework
as open-source at https://git.io/facerec.

CCS Concepts: • Computing methodologies → Object recognition; • Information systems → Web mining; • Computer sys-
tems organization → Neural networks.
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1 INTRODUCTION

Identifying people appearing in videos is undoubtedly an important cue for automatically understanding video content.
Knowing who appears in a video, when and where, can also lead to learning interesting patterns of relationships among
characters, with interesting applications in historical research and media discovery. Such person-related annotations
enable to generate more accurate segmentation and more compelling video descriptions, facilitating multimedia search
and re-use of video content. Media archives contain numerous examples of celebrities appearing in the same news
segment (Figure 1). However, the annotations produced manually by archivists do not always identify with precision
those individuals in the videos. The presence of digital annotations is particularly crucial for large corpora, whose
metadata are the only efficient way to identify relevant elements [22]. At the same time, relying on human annotations
is not a scalable solution when handling large volumes of video resources.

The web offers an important amount of pictures of people and in particular of celebrities, easily findable using their
full name as search terms in a general purpose search engine such as Google. While it has been considered a relevant
information source in other communities – such as computational linguistics [13] and recommender system [17] – the
web is still only scarcely exploited in image analysis and in face recognition in particular.

In this work, we aim to leverage pictures of celebrities crawled from the web for identifying faces of people in video
archives. In doing so, we develop FaceRec, an interactive framework for face recognition in video corpora that relies
on state-of-the-art algorithms. The system is based on a combination of MTCNN (face detection) and FaceNet (face
embeddings), whose vector representations of faces are used to feed a classifier, which is then used to recognise faces at
the frame level. A tracking system is included in order to increase the robustness of the library towards recognition
errors in individual frames for getting more consistent person identifications.

The rest of this paper is organised as follows. After reporting some relevant work in Section 2, we describe our
approach in Section 3. A quantitative evaluation is carried out on two different datasets in Section 4. We introduce the
FaceRec API and a web application for visualizing the results in Section 5. Finally, some results and possible future
work are outlined in Section 6.

2 RELATEDWORK

During the last decade, there has been substantial progress in the methods for automatic recognition of individuals.
The recognition process generally consists of two steps. First, faces need to be detected in a video, i.e. which region of
the frame may contain a face. Second, those faces should be recognised, i.e. to whom a face belongs.

The Viola-Jones algorithm [21] for face detection and the Local Binary Pattern (LBP) features [1] for the clustering and
recognition of faces were the most famous methods until the advent of deep learning and convolutional neural networks
(CNN). Nowadays, two main approaches are used for detecting faces in video and both use CNNs. One implementation
is available in the Dlib library [14] and provides good performance for frontal images, but it requires an additional
alignment step before the face recognition step can be performed. The recent Multi-task Cascaded Convolutional
Networks (MTCNN) [24] approach provides even better performance using an image pyramid approach and using face
landmarks detection for re-aligning the detected faces to the frontal orientation.

After locating the position and orientation of the faces in the video frames, the face recognition process can be
performed. There are several strategies available in the literature for face recognition. Currently, the most practical
approach is to perform face comparison using a transformation space in which similar faces are mapped close together,
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and to use this representation to identify individuals. Such embeddings, computed on large collections of faces have
been made available to the research community, such as the popular FaceNet [19].

In [23], MTCNN and FaceNet are used in combination and tested with eight public face datasets, reaching a recognition
accuracy close to 100% and surpassing other methods. These results have been confirmed in several surveys [8, 20] and
in recent works [2]. In addition, MTCNN has been recognised to be very fast while having good performance [16].

Given the almost perfect performance of the MTCNN + FaceNet face recognition setups, our work focuses on setting
up a complete system built upon these technologies. In this perspective, our contribution does not consist of a new
state-of-the-art performance in face recognition, but of the combination and application of available techniques in
combination with images crawled on the web.

3 METHOD

This section describes the FaceRec pipeline, detailing the training and the recognition tasks, including the additional
strategy for recognising unknown faces in videos.

3.1 Training the system

crawler

download

training 
images

mtcnn

face detection 
and alignment

facenet

embedding

[-0.24 0.31 … ]
[0.45 0.60 …  ]
...

SVM

CLASSIFIER

train 
classifier

embeddings of 
other subjects

Fig. 2. FaceRec training pipeline

During training, our system retrieves images from the web for realising a face classifier (Figure 2). The first module
is a crawler1 which, given a person’s name, automatically downloads a set of 𝑘 photos using Google’s image search
engine. In our experiments, we have typically used 𝑘 = 50. After converting them to greyscale, we apply to each image
the MTCNN algorithm [24] for face detection2. MTCNN returns in output the bounding box of the face in the frame
and the position of relevant landmarks, namely the position of eyes, nose and mouth limits. The recognised faces are
cropped, resized and aligned in order to have in output a set of face images of width𝑤 = 256 and height ℎ = 256, in
which the eyes are horizontally aligned and centered. In particular, the alignment consists of a rotation of the image.
Chosen the desired positions for the left (𝑥𝑙 , 𝑦𝑙 ) and right eye (𝑥𝑟 , 𝑦𝑟 )3 and given their original positions (𝑎𝑙 , 𝑏𝑙 ) and
(𝑎𝑟 , 𝑏𝑟 ), the image is rotated by an angle 𝛼 on the centre 𝑐 with scale factor 𝑠 , computed in the following way:

𝑑𝑋 = 𝑎𝑟 − 𝑎𝑙 𝑑𝑌 = 𝑏𝑟 − 𝑏𝑙

1We use the icrawler open-source library: https://github.com/hellock/icrawler/
2We use the implementation at https://github.com/ipazc/mtcnn
3We use 𝑥𝑙 = 0.35𝑤, 𝑥𝑟 = (1 − 𝑥𝑙 ) , and 𝑦𝑙 = 𝑦𝑟 = 0.35ℎ.
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𝛼 = arctan 𝑑𝑌

𝑑𝑋
− 180◦

𝑐 = ( 𝑥𝑙 + 𝑥𝑟
2 ,

𝑦𝑙 + 𝑦𝑟
2 )

𝑠 =
(𝑥𝑟 − 𝑥𝑙 ) ·𝑤√
𝑑𝑋 2 + 𝑑𝑌 2

Not all resulting cropped images are suitable for training a classifier. They may contain faces of other individuals,
if they have been extracted from a group picture or if the original picture was not really depicting the searched
person. Other cases which may have a negative impact on the system are side faces, low resolution images, drawings
and sculptures. In order to exclude those images, we relied on two complementary approaches, which we used in
combination:

• using face embeddings to automatically remove the outliers. This is realised by removing the face with the
highest cosine distance from the average embedding vector, until the standard deviation of all differences is
under an empirically chosen threshold (0.1);

• allowing the user to further improve the automatic selection by allowing the exclusion of faces via the user
interface (Section 5).

On the remaining pictures, a pretrained FaceNet [19] model with Inception ResNet v1 architecture trained on the
VGGFace2 dataset [6] is applied for extracting visual features or embeddings of the faces. The embedding vectors feed n
parallel binary SVM4 classifiers, where n is the number of distinct individuals to recognise. Each classifier is trained in
a one-against-all approach [12], in which the facial images of the selected individual are used as positive samples, while
all the others are considered negative samples. In this way, each classifier provides in output a confidence value, which
is independent of the outputs of all other classifiers. This will allow to set – in the recognition phase – a confidence
threshold for the candidate identities which does not depend on n, making the system scalable5.

3.2 Recognising faces in video

The face recognition pipeline is composed of:

• operations that are performed at the frame level and are shown in Figure 3. In order to speed up the computation,
it is possible to set a sampling period 𝑇 . For our experiments, we set 𝑇 = 25, in order to process one frame per
second;

• operations of synthesis on the results, which take into account the tracking information across frames for
providing more solid results.

In each frame,MTCNN detects the presence of faces, to which is applied the same cropping and alignment presented
in Section 3.1. Their FaceNet embeddings are computed and the classifier selects the best match among the known
faces, assigning a confidence score in the interval [0, 1].

4SVM obtained better performance than other tested classifier, namely Random Forest, Logistic Regression and the k-Nearest Neighbours.
5We also performed experiments on this system using a multi-class classifier with n class, instead of the n binary classified. While the results revealed
similar precision scores, the recall for the multi-class solution was considerably worse, 22 percentage points lower than the system with binary classifiers.
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Fig. 3. FaceRec prediction pipeline

At the same time, the detected faces are processed by Simple Online and Realtime Tracking (SORT), an object tracking
algorithm which can track multiple objects (or faces) in realtime6 [5]. The algorithm uses the MTCNN bounding box
detection and tracks the bounding boxes across frames, assigning a tracking id to each face.

After having processed the entire video, we obtain a set of detected faces, each of them with a predicted label,
confidence score and tracking id, as well as space and time coordinates. This information is then processed at the level
of single tracking collection, integrating the data of the different recognitions having the same tracking id. For a given
tracking – including a certain number of samples – we compute the mode7 of all predictions, as well as the weighted
mode with respect to the confidence scores. A unique predicted label 𝑝 is chosen including among all the possible
predictions if it satisfies all the following conditions:

• 𝑝 is both the mode and the weighted mode;
• the ratio of samples with prediction 𝑝 over the total samples is greater than the threshold ℎ;
• the ratio of samples with prediction 𝑝 over the total samples, weighting all occurrence with the confidence score,
is greater than the threshold ℎ𝑤 .

We empirically found ℎ = 0.6 and ℎ𝑤 = 0.4 as the best values for the thresholds. It is possible that a tracking does
not produce a label fulfilling all the conditions. In that case, the prediction is considered uncertain and the tracking is
excluded from the results. We assign to the tracking a unique confidence score from the arithmetic mean of the scores
of the sample with prediction 𝑝 . We intentionally exclude the minority of wrong predictions in this computation: in this
way, wrong predictions – caused by e.g. temporary occlusion or turn of the head by side – do not penalise the overall
scores. The final results are then filtered again by overall confidence using a threshold 𝑡 , whose impact is discussed in
Section 4.

3.3 Building models for unknown faces

So far, the described system is trained for recognising the faces of known people. During the processing of a video,
several detected faces may not be matched with any of the individuals in the training set. However, these people may
still be relevant to be tracked and inserted in the list of people to search. Therefore, in addition to the pipeline based on
images crawled from the web, a face clustering algorithm is active in the background with the objective of detecting
non-celebrities or more simply, any persons not present in the training set. At runtime, all FaceNet features extracted
from faces in the video frames are collected. Once the video has been fully processed, these features are aggregated
6We used the implementation provided at https://github.com/Linzaer/Face-Track-Detect-Extract with some minor modification
7The mode is "the number or value that appears most often in a particular set" (Cambridge Dictionary)
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through hierarchical clustering8 based on a distance threshold, empirically set to 14. The clustering produces a variable
number𝑚 of clusters, with all items assigned to one of them. The clusters are then filtered in order to exclude:

• those for which we can already assign a label from our training set;
• those having a distance — computed as the average distance of the elements from the centroid — larger than a
second, more strict threshold, for which we have used the value 1.3;

• those having instances of side faces in the centre of the cluster. In particular, we observed that in those cases, the
resulting cluster produces unreliable results and groups profile views of different people.

With MTCNN, we obtain the position of the following landmarks: left eye (𝑎𝑙 , 𝑏𝑙 ), right eye (𝑎𝑟 , 𝑏𝑟 ), left mouth
corner (𝑚𝑙 , 𝑛𝑙 ), right mouth corner (𝑚𝑟 , 𝑛𝑟 ). We compute the ratio 𝑟𝑑𝑖𝑠𝑡 between the distance between mouth and eyes
and the distance between the two eyes:

𝑑𝑋 = 𝑎𝑟 − 𝑎𝑙 𝑑𝐺 =𝑚𝑙 − 𝑎𝑙

𝑑𝑌 = 𝑏𝑟 − 𝑏𝑙 𝑑𝐻 = 𝑛𝑙 − 𝑏𝑙

𝑑𝑖𝑠𝑡𝑤𝑖𝑑𝑒 =
√
𝑑𝑋 2 + 𝑑𝑌 2 𝑑𝑖𝑠𝑡ℎ𝑖𝑔ℎ =

√
𝑑𝐺2 + 𝑑𝐻2

𝑟𝑑𝑖𝑠𝑡 =
𝑑𝑖𝑠𝑡ℎ𝑖𝑔ℎ

𝑑𝑖𝑠𝑡𝑤𝑖𝑑𝑒

This value is inversely proportional to the eyes’ distance on the image, increasing when the eyes are closer, e.g. in face
rotation to a side. We identified as side faces the cases in which 𝑟𝑑𝑖𝑠𝑡 > 0.6. Finally, only the 5 faces closest to each
centroid are kept, in order to exclude potential outliers.

The system returns in output the remaining clusters, which are temporary assigned to a label of type Unknown <i>,
where i is an in-video incremental identifier – e.g. Unknown 0, Unknown 1, etc. The clusters can be labelled with human
effort: in this case, the relevant frames are used as training images and the person is included in the training set. This
strategy is particularly useful in cases when the crawler module cannot be used to obtain representative samples of the
individuals appearing in the videos.

4 EVALUATION

In this section, we evaluate the FaceRec system measuring the precision and recall on two different ground-truth
datasets: one of historical videos and one composed of more recent video footage.

4.1 Creation of a ground truth

In the absence of a large and rigorous ground truth dataset of faces in video, we developed two evaluation datasets of
annotated video fragments from two different specialised corpora.

ANTRACT dataset. Les Actualités françaises9 are a series of news programmes broadcasted in France from 1945 to
1969, currently stored and preserved by the Institute national de l’audiovisuel (INA)10. The videos are in black-and-white,
with a resolution of 512×384 pixels. Metadata are collected through INA’s Okapi platform [4, 7], which exposes a
SPARQL endpoint.

8We used the implementation available in SciPy: https://docs.scipy.org/doc/scipy/reference/generated/scipy.cluster.hierarchy.fcluster.html
9https://www.ina.fr/emissions/les-actualites-francaises/
10The corpus can be downloaded from https://dataset.ina.fr/
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A list of 13 historically well-known people has been provided by domain experts. From the metadata, we have
obtained the reference to the segments in which these people appear and the subdivision of these segments in shots11.
This search produced 15,628 shots belonging to 1,222 segments from 702 media. In order to reduce the number of
shots and to check manually the presence of the person in the selected segments, we performed face recognition on
the central frame of each shot. The final set has been realised with an iteration of automatic sampling and manual
correction, adding also some shots not involving any of the specified people. At the end, it includes 198 video shots
(belonging to 129 distinct media), among which 159 segments ( 80%) featured one or more of the 13 known people and
39 segments ( 20%) did not include any of the specified people.

MeMAD dataset. This dataset has been developed from a collection of news programmes broadcasted on the French
TV channel France 2 in May 2014. These videos – in colour, 455×256 pixels – are part of the MeMAD video corpus12,
with metadata available from the MeMAD’s Knowledge Graph13. We followed the same procedure than above with the
following differences. In this case, the list of people to search is composed of the six most present ones in the MeMAD
Knowledge Graph’s video segments. Without the information about the subdivision in shots, for each segment of
duration 𝑑 , we performed face recognition on the frames at positions 𝑑/4, 𝑑/2 and 3𝑑/4, keeping only the segments
with at least one found face. We also made an automatic sampling and a manual correction as for the ANTRACT dataset.
The final set includes 100 video segments, among which 57 segments (57%) featured one of the six known people and 43
segments (43%) did not include any of the specified people.

Table 1 summarises the main differences between the two datasets.

ANTRACT MeMAD
type historical images TV news
years 1945-1969 2014

resolution 512×384 455×256
colorspace b/w colour

shots division yes no

list of celebrities
to search

13
(chosen by

domain experts)

6
(most present

in KG)
represented fragment

and length
shot

3 seconds in avg.
segment

up to 2 minutes
records 216 100

distinct fragments 198 100
distinct media (videos) 129 30
fragments without

known faces 39 43

Table 1. Description of the ANTRACT and MeMAD datasets

11In the following, we define media as the entire video resource (e.g. an MPEG-4 file), segment a temporal fragment of variable length (possibly composed
of different shots), and shot, a not interrupted recording of the video-camera. See also the definitions of MediaResource, Part and Shot in the EBU Core
ontology (https://www.ebu.ch/metadata/ontologies/ebucore/)
12https://memad.eu/
13https://data.memad.eu/
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Person P R F S

Ahmed Ben Bella 1.00 0.46 0.63 13
François Mitterrand 1.00 0.92 0.96 13
Pierre Mendès France 1.00 0.61 0.76 13
Guy Mollet 0.92 0.92 0.92 13
Georges Bidault 0.83 0.71 0.76 14
Charles De Gaulle 1.00 0.57 0.73 19
Nikita Khrushchev 1.00 0.38 0.55 13
Vincent Auriol 1.00 0.46 0.63 13
Konrad Adenauer 1.00 0.53 0.70 13
Dwight Eisenhower 0.85 0.46 0.60 13
Elisabeth II 1.00 0.71 0.83 14
Vyacheslav Molotov 1.00 0.23 0.37 13
Georges Pompidou 1.00 0.69 0.81 13
– unknown – 0.35 0.97 0.52 39
average (unknown apart) 0.97 0.59 0.71 216

Table 2. ANTRACT dataset: precision, recall, F-score and support for each class and aggregate results. The support column corresponds
to the number of shots in which the person appears.

4.2 Quantitative analysis

For each dataset, a face recognition model has been trained to recognise the individuals from the corresponding list
of celebrities. The model has then been applied to the video fragments of the ANTRACT and MeMAD datasets. We
varied the confidence threshold 𝑡 under which we considered the face not matched as shown in Figure 4, and found the
optimal values with respect to the F-score – 𝑡 = 0.5 for ANTRACT and 𝑡 = 0.6 for MeMAD. The overall results – with
the details of each person class – are reported in Table 2 and Table 3.
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Fig. 4. Precision, recall and F-score of FaceRec on different confidence thresholds for the ANTRACT (4a) and the MeMAD dataset (4b).

The system obtained high precision in both datasets, with over 97% of correct predictions. If the recall on the MeMAD
dataset is likewise good (0.91), it is significantly lower for the ANTRACT dataset (0.59). This is largely due to the
differences between the two datasets, which involve not only the image quality, but also different shooting approaches.
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Person P R F S

Le Saint, Sophie 0.90 0.90 0.90 10
Delahousse, Laurent 1.00 1.00 1.00 7
Lucet, Elise 1.00 0.90 0.94 10
Gastrin, Sophie 1.00 0.90 0.94 10
Rincquesen, Nathanaël de 1.00 0.80 0.88 10
Drucker, Marie 1.00 1.00 1.00 10
– unknown — 0.89 0.97 0.93 43
average (unknown apart) 0.98 0.91 0.94 100

Table 3. MeMAD dataset: precision, recall, F-score and support for each class and aggregate results. The support column corresponds
to the number of segments in which the person appears.

If modern news are more used to close-up shots, taken on screen for multiple seconds, in historical videos, it is easier to
find group pictures (in which occlusion is more probable), quick movements of the camera, and tight editing, leaving to
our approach less samples for recognition. It is also relevant to notice that the lowest recall values belong to the only
two USSR politicians Khrouchtchev and Molotov: most often, they appear in group images or in very short close-up
images, raising questions for historical research.

4.3 Qualitative analysis

We made a qualitative analysis of the results. When inspecting the obtained recognition, we make the following
observations:

• The system generally fails to detect people when they are in the background and their faces are therefore
relatively small. This is particularly true for the ANTRACT dataset, in which the image quality of films is poorer.

• The cases in which one known person is confused with another known person are quite uncommon. Most errors
occur when an unknown face is recognised as one of the known people.

• The recognition is negatively affected by occlusions of the face, such as unexpected glasses or other kind of
objects.

• The used embeddings are not suitable to represent side faces, whose predictions are not reliable.

4.4 Unknown cluster detection evaluation

Together with the previous evaluation, we clustered the unknown faces found in the videos, as explained in Section 3.3.
We then manually evaluated the resulting clusters on five randomly-selected videos for each dataset. We make the
following observations:

• If more than one face is assigned to the same Unknown <i>, those faces actually belong to the same person. In
other words, the erroneous presence of different individuals under the same label is never verified. This is due to
the strict threshold chosen for intra-cluster distance.

• On the other side, not all the occurrences of that face are labelled, given that only the top five faces are kept.
This may not be relevant if we are searching for new faces to add to the training set and we anyway intend to
perform a further iteration afterwards.

• In one case, a single person was included in two distinct clusters, which may be reconciled by assigning the
same label.
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(a)
(b)

Fig. 5. The clustering output found a set of unknown persons in the video (5a). Using the frames of Unknown 0, we are able to build
the model for Elin Skagersten-Ström and recognise her in other videos. (5b).

• Less clusters were found in the ANTRACT videos than in the MeMAD videos – three out of five videos with no
clusters. This is again explained by the lower video quality, less frequent close-up shots and faster scene changes.

For understanding the benefit that results from the face clustering, we include in Figure 5 an example use case. In
Figure 5a, the clustering algorithm identified a set of unknown people, among which Unknown 0 happens to be Elin
Skagersten-Ström, who was not part of our training set. For each segment in which Unknown 0 appeared, we extracted
the four frames closer to the middle of the segment and included them as images in the training set. By re-training
the classifier with this new data, it was possible to correctly detect Elin Skagersten-Ström in other videos, as seen in
Figure 5b. This approach can be applied to any individuals, including those for whom one cannot find enough face
images on the Web for training a classifier.

5 A WEB API AND A USER INTERFACE

In order to make FaceRec publicly usable and testable, we wrapped its Python implementation within a Flask server
and made it available as a Web API at http://facerec.eurecom.fr/. The API has been realised in compatibility with the
OpenAPI specification14 and documented with the Swagger framework15. The main available methods are:

• /crawler?q=NAME for searching on the Web images of a specific person;
• /train for training the classifier;
• /track?video=VIDEO_URI for processing a video.

The results can be obtained in one of two output structures: a custom JSON format and a serialisation format in RDF
using the Turtle syntax, relying on the EBU core16 and Web Annotation ontologies17. The Media Fragment URI18 syntax
14https://www.openapis.org/
15https://swagger.io/
16https://www.ebu.ch/metadata/ontologies/ebucore/
17https://www.w3.org/ns/oa.ttl
18https://www.w3.org/TR/media-frags/
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Fig. 6. Person page in FaceRec Visualizer: drawings, side faces, other depicted individuals and low-quality images are discarded (see
the last 7 pictures marked with the red dot).

is also used for encoding the time and spatial information, with npt in seconds for identifying temporal fragments and
xywh for identifying the bounding box rectangle encompassing the face in the frame. A light cache system that enables
to serve pre-computed results is also provided.

In addition, a web application for interacting with the system has been deployed at http://facerec.eurecom.fr/
visualizer. The application has a homepage in which the list of celebrities in the training set is shown. For each person,
it is possible to see the crawled images and decide which of them have to be included or excluded during the training
phase (Figure 6). In addition, it is possible to add a new celebrity for triggering the automatic crawling and re-train the
classifier once modifications have been completed.

Finally, it is possible to run the face recognition on a video, inserting its URI in the appropriate textbox. Partial results
are shown to the user as soon as they are computed, so that it is not required to wait for the analysis of the entire
video for seeing the first recognised faces. The detected persons are shown on a list, whose elements can be clicked for
seeking the video until the relevant moment. The faces are identified in the video using squared boxes (Figure 5). A
slider enables to vary the confidence threshold, allowing to interactively see the result depending on the value chosen.
Some metadata are displayed for videos coming from the MeMAD and ANTRACT corpora.
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6 CONCLUSIONS AND FUTUREWORK

With FaceRec, we managed to successfully exploit images on the web for training a face recognition pipeline which
combines some of the best-performing state-of-the-art algorithms. The system has shown good performance, with
an almost perfect precision. A clustering system has been integrated in FaceRec with unknown person detection, the
results of which can be added to the training set. A web application allows to easily interact with the system and see
the results on videos. The implementation is publicly available at https://git.io/facerec under an open source licence.

This system has been successfully applied in video summarisation, in a strategy combining face recognition,
automatically-generated visual captions and textual analysis [11]. The proposed approach ranked first in the TRECVID
Video Summarization Task (VSUM) in 2020.

In future work, we plan to improve the performances of our approach and in particular its recall. While the recognition
of side faces largely impacts the final results, a proper strategy for handling them is required, also relying on relevant
approaches from the literature [9, 18]. With quick changes of scenes, a face can be seen in the shot for only a very short
time, not giving enough frames to the system for working properly. We may propose a different local sampling period
𝑇𝑙𝑜𝑐𝑎𝑙 < 𝑇 to be used when a face is recognised in order to collect more frames close to the detection. In addition, we
believe that the system would benefit from prior shot boundary detection in videos, in order to process shots separately.

A more solid confidence score can be returned including contextual and external information, such as metadata (the
dates of the video and the birth-death of the searched person), the presence of other persons in the scene [15], and
textual descriptions, captions and audio in multi-modal approaches [3, 10].

The presented work has several potential applications, from annotation and cataloguing to automatic captioning,
with a possible inclusion in second-screen TV systems. Moreover, it can support future research in computer vision or
in other fields – e.g. history studies. An interesting application is the study of age progression in face recognition [25].
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ABSTRACT
Text segmentation is a traditional task in NLP where a document is
broken down into smaller, coherent segments. While several methods
and benchmarks exist for well-formed, and clean textual documents
that can be found in long articles or synthetic datasets, segmenting
media content comes with different challenges such as the errors
produced by the procedure of Automatic Speech Recognition and
the lack of sentence end markers that are found in written text (e.g.
punctuation marks or HTML tags). Many radio or TV programs are
also conversational in nature (e.g. interview and debate), and thus,
rely less on repeated words unlike encyclopedia text (e.g. Wikipedia
articles). This is even further compounded when working with non-
English content. In this work, we present an unsupervised approach
to content segmentation that leverages topical coherence, language
modeling and word embeddings to detect change of topics. We
evaluate our approach on real production data that has been manually
annotated for segments.1 We also show how, when a ground truth
summary of the content is provided such as segment titles, we can
align to their corresponding segments using the same representations.

CCS CONCEPTS
• Human-centered computing → Human computer interaction
(HCI).
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Content segmentation; Content Alignment; Unsupervised NLP
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1 INTRODUCTION
As the amount of multimedia content created and published every
day has seen a remarkable growth in the recent years, the ability
to serve end-users the content they are interested in becomes a
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crucial ingredient to ensure their engagement. With their limited
time and attention, users prefer content that is short and concise and
topically relevant. There is therefore a need to segment available
long-format content into shorter pieces. For instance, segmenting
a news broadcast into multiple stories spanning different themes
and topics can help online content distribution platforms to serve
different users with different parts of the same broadcast. Content
segmentation has also been shown to improve other media-related
tasks such as content retrieval [16], content summarization [8], and
sentiment analysis [9].

While the task of document or text segmentation has been stud-
ied extensively in the literature (Section 2), segmenting multimedia
content present challenges that are particular to the medium: multi-
modality, automatic transcription errors, lack of proper punctuation,
and presentation style (more informal talking, the use of pronouns
and references instead of repeating words, etc.). To tackle the task
of media content segmentation using automatically generated subti-
tles, we propose a textual approach that relies on combining several
linguistic methods (topic modeling, words embeddings and sentence
encoders) to generate richer representations of the content that we
then use to predict segment boundaries.

2 RELATED WORK
While work on the task of document segmentation dates back to
as least as early as 1984 [13], the most popular approach to text
segmentation, TextTiling, was proposed by Hearst in 1997 [7], who
devised an unsupervised approach in 3 steps: first, the text is divided
into fixed-length sequences of words (called blocks), which are then
transformed into a Bag of Words representation. The cosine simi-
larity between adjacent sequences is computed, and the boundary
between segments is determined at the position where the similarity
is at its lowest, based on a sliding window. This classic text seg-
mentation algorithm has been enhanced by different improvements
addressing multiple challenges for the algorithm. [1] showed how in-
troducing the time spoken by every participant in a recorded meeting
as a feature can be used to better predict segment boundaries, as par-
ticipants are typically not interested in every part of the meeting. [17]
proposed to use word embeddings instead of word counts (bag of
words) as more robust representations of the blocks to compare, and
introduced a new heuristic to better capture the semantic coherence
with the distributed document representations. More recently, He et
al. [6] proposed an improvement over the last step of the algorithm,
boundaries detection, by average-smoothing the similarity curve for
adjacent blocks. This allows the local variations within topics to be
smoothed-out whereas the topic switch would be perceived more
clearly.
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With the paradigm shift to neural networks in the 2010s, multiple
neural models were proposed to address this task as a supervised
learning problem. Recently, Lukasik et al. [11] proposed an approach
based on BERT [5], where they compared 3 potential architectures
to detect segment boundaries. They show that relying on attention
between words and then between segments improves the results
significantly on some standard benchmarks. Similarly, Yoong et
al. [18] relied on BERT and the attention mechanism, and proposed
3 training pipelines: a naive approach with BERT is fed with two
sentences and is trained to decide if they belong to the same segment
or not; In a second approach, all sentences of the documents are fed
to the model, and a decision is made on the [SEP] token separating
them; finally, in a third approach, the segment boundary is modeled
as a [SEP] token, and thus the task of segment prediction becomes
one of a masked token prediction.

While the aforementioned methods are mostly evaluated on either
synthetic datasets (where unrelated documents are concatenated to
produce a segment boundary) or Wikipedia articles, some research
work was particularly devoted to media content. In [15], Sehikh
et al. proposed an supervised approach based on a Bi-LSTM that
is trained on a synthetically generated dataset to predict content
segment of French News programs. Similarly, [14] propose an ap-
proach for automatic segmentation for Movie Subtitles to improve
information retrieval from films. They based their approach on Text-
Tiling, but used a synsets instead of a words to construct the Bag of
Word representation of sentences. They also propose a filtering of
segments based on the expectation that the similarity curve should
be sinusoidal, and thus a minimum difference between the peaks
(highest similarity) and valleys (lowest similarity) should be present
to validate a proposed segment. [2] proposed improving automated
segmentation of radio programs by adding audio embeddings to
the text input. [19] used a temporal convolutional network (TCN)
combined with BERT features to perform dialog stream segmen-
tation, while introducing speaker information as part of the input
sequence, and they observe significant improvement over several
dialog segmentation datasets.

3 APPROACH
The main steps of our approach are similar to TextTiling [7], i.e.
partitioning text fixed-size sequences of words, or blocks, computing
pairwise similarity between adjacent blocks, and assigning segment
ends to the minima of the similarity curve (Figure 3). We extend this
approach by leveraging on multiple text representations instead of
simple word counts, and smoothing the similarity curve by consider-
ing a window of adjacent similarity.

The high-level description of our approach is illustrated in Fig-
ure 1. We detail each steps in the following subsections.

3.1 Transcript Partitioning
One of the main differences between traditional documents and
automatically generated transcripts is the lack of natural sentence
end markers. While most ASR systems cut long utterances into
smaller sentences, they vary considerably in length, and tend to
be too short to carry meaningful topical information. As a simple
partitioning method, we divide the content of each program, as

generated by the ASR system and after removing stopwords, into
blocks of a fixed number of words per block N.

3.2 Text Representation
To find segment boundaries, we need to find the blocks in the tran-
script where a topic shift takes place, i.e. where the similarity be-
tween the current block and the following one (or ones), is lowest.
To do that, we generate several textual representations that allow
us to measure similarity between blocks from the transcript. Since
all these methods produce a fixed-size vector representation, we
compute the similarity between blocks using cosine similarity (i.e.
normalized dot product).

The curve of adjacent blocks similarity tends to be spiky: a lot of
peaks and valleys come naturally from the variability of the vocabu-
lary between immediately consecutive utterances. Therefore, we also
consider measuring the similarity of each block to the ones following
it within a perimeter of window_size. This has both a smoothing
effect for sharp transitions in similarity as well as removing saddle
points (stretches of the curve where the score does not change).

3.2.1 Word Embeddings. Pretrained word embeddings have been
a fixture in most NLP tasks, especially for unsupervised methods.
For our experiments, we use the pretrained French fastText embed-
dings [3]. Beyond their empirical performance as standalone word
embeddings, fastText embeddings have the capacity of generating
a representation even for words that are outside of their training
vocabulary by leveraging their sub-word components. We use the
300-d pretrained vectors, available on their official website2.

3.2.2 Sentence Encoder. Another way to represent the textual
content is through the use of Sentence Encoders which attempt to
capture the meaning of a sentence through both its constituent words
and its grammatical structure. While there is a rich literature on the
topic, most state-of-the-art applications use Sentence-BERT [12],
which uses pretrained BERT to construct semantically meaningful
sentence embeddings that can be compared using cosine-similarity.
We use the sentence-transformers Python package3 to generate
sentence embeddings for our program content.

3.2.3 Topic Modeling. Since the ultimate goal of this task is to seg-
ment text into topically coherent segments, it shares several aspects
with Topic Modeling. While generally used to infer topic informa-
tion about given texts, the output of a topic model can be used as a
"feature vector", or a representation of a given text, i.e. as a linear
combination of its latent topical components. We select LDA as
our topic model based on empirical evaluation of several models
(using the Python library Tomodapi [10]). We train the model on
a synthetic dataset that we create by concatenating adjacent blocks
from our original dataset (as adjacent blocks are highly likely to talk
about the same topic) as well as succeeding lines from the automat-
ically generated transcript (i.e. before partitioning into blocks). It
is worth noting that LDA has also the property of producing sparse
representation, i.e. every document only falls into a few (3 or less)
topics, which makes most of the representation components null.

Figure 2 visualizes the representations for an example on the
dataset using LDA features.

2https://fasttext.cc/docs/en/crawl-vectors.html
3https://github.com/UKPLab/sentence-transformers

MeMAD – Methods for Managing Audiovisual Data
Deliverable 3.3

110



And cut!
Unsupervised Content Segmentation and Alignment DataTV-21, June 21–23, 2021, New York, NY

Figure 1: High level illustration of the approach: (1) Generate a transcript of the program using ASR. (2) Partition the transcript into
blocks of equal size N. (3) Generate different representations of the textual content of each block. (4) After measuring the similarity
between each block and its neighborhood, each "valley" in the similarity curve is a candidate to be the topic transition block (i.e. end
of the segment)

Figure 2: Visualizing the topic distribution over an example in
the dataset. The vertical lines represent the ground truth seg-
ment boundaries

3.3 Boundaries selection
As mentioned above, we consider a boundary candidate to be a
minima in the similarity curve, i.e. the similarity scores resulting
from comparing the content of the block at position i with that at po-
sition i 1. In the case of window_size > 1, we average the similarity
scores between the content at block i and all blocks between i 1 and
i windowsize. Figure 3 shows an example of the process.

An important parameter in the boundaries selection is the number
of segments in the program. For our model selection and comparison,
we consider the number of parts as given, i.e. for every program, we
only propose as many segments as there are in the ground truth. We
show in Section 4 some simple heuristics to replace this ground truth
information.

4 EXPERIMENTS AND RESULTS
In this section, we describe the dataset we are using for our ex-
periments as well as the different experimental settings. For the
evaluation, we consider segmentation as a classification task, where
each block is assigned a label: 0 if it is part of a homogeneous seg-
ment, or 1 if it represents a topic transition block, i.e. having a low
similarity to the blocks following it.

Figure 3: An example of a similarity curve generated by topical
similarity. The circles highlight the valleys that correspond to
the segment boundaries selected by our approach. We note that
in this case, the number of segments is given. The dashed lines
represent the ground truth segment boundaries

4.1 Dataset
For our evaluation, we use a production dataset from INA (the French
National Audiovisual Institute) containing 46 programs from the
same week of publication (May 19th to 26th, 2014), with a total
runtime of 15 hours, that were segmented into 476 parts, of 112
seconds duration in average. The segmentation is done manually by
archivists and each part is given a title. Most of the programs that
are provided are news broadcasts, with the segments corresponding
to news stories, but the dataset also includes some sport and cultural
event coverage. Each program in this dataset has been automatically
transcribed using the LIUM ASR System [4]. It is worth noting
that the segmentation boundaries contain some noise as they do not
perfectly align with ASR nor usually add up to the total duration of
the program.

4.2 Segmentation
For each of the textual representation, we evaluate the data us-
ing traditional classification measures (Precision, Recall, F1 score)
which quantify the amount of exact segment boundaries detected
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by each method, as well as two segmentation-specific metrics: Pk
and WindowDi f fk. These metrics represent the probability that two
blocks are wrongly assigned to the same segment, but tolerating
some error within k blocks of the ground truth (close matches), and
differ in how each penalizes said close matches. We set k 2 as it
is conventionally set to half the average length of a segment. We
note that for Pk and WindowDi f fk, the closer their score is to 0, the
better is the segmentation.

Considering the three text representations described in Section 3,
we propose several variants:

• Sentence-BERT: we consider three variants representing pre-
trained multilingual models on different tasks: distiluse-
base-multilingual (distilled base multilingual BERT),
paraphrase-xlm-r-multilingual (XLM fine-tuned on
the task of paraphrasing), and stsb-xlm-r-multilingual
(XLM fine-tuned on the task of Semantic Textual Similarity
Benchmark).

• fastText: for both variants we use pretrained French fastText
embeddings. We test two similarity measures: averaging all
the embeddings in each block to form a block representation
that is then used for cosine similarity (fastText-avg), or, as
suggested by [17], we keep the best cosine similarity between
two blocks, i.e. the similarity scores for the most similar
words in the two successive blocks (fastText-max)).

• LDA: We train an LDA model with the same hyper parame-
ters with different number of topics, thus changing the size of
the representation vector. We set both alpha and eta to ‘auto’,
while varying the number of topics between 10, 20 and 30.

As previously mentioned, the similarity scores are computed
using cosine similarity (normalized dot product) between the vector
representations of adjacent blocks or within a window thereof. We
set the block size N 20.

In Table 1, we show the results on the INA dataset using the differ-
ent text representations used to measure textual similarity between
content blocks. For the Combined line, we try a linear combination
of similarity scores generated from the best performing variant from
each representation, and we empirically select the combination (0.6,
0.3, 0.1) for LDA-20, fastText-avg and S-BERT-paraphrase,
respectively. Among the text representations, we see that LDA per-
forms best for both the classification and segmentation metrics. The
combined score, however, significantly outperforms the individual
representations, showing that each of the representations contain
different but complementary information.

In Table 2, we improve on the previous approach by extending
the similarity measure to a window of size > 1, as the smoothing
effect can cover some of the noise that is present in the data. This
turns out to be the case, as extending the similarity to a vicinity of 3
(selected empirically) blocks instead of just one, we see a noticeable
improvement over almost all representations. We also report the
best results on the Combined representation, which still significantly
outperforms all existing methods.

4.2.1 Block Size. In this section, we study the empirical effect of
the size of the unit partitioning block. We repeat the experiments
explained in this section for block size 10, 20 and 30. In Table 3, we
report the results on the dataset using the Combined representation

Approach Pre Rec F1 Pk WD

S-BERT-paraphrase 0.235 0.311 0.261 0.467 0.505
S-BERT-distiluse 0.255 0.343 0.284 0.445 0.476
S-BERT-stsb 0.266 0.352 0.296 0.447 0.495
fastText-max 0.235 0.271 0.251 0.416 0.440
fastText-avg 0.258 0.300 0.277 0.401 0.439
LDA (N 10) 0.297 0.377 0.330 0.378 0.424
LDA (N 20) 0.291 0.421 0.335 0.398 0.447
LDA (N 30) 0.297 0.440 0.344 0.412 0.474

Combined 0.321 0.371 0.344 0.355 0.392

Table 1: Segmentation results on the INA dataset (window_size
1)

Approach Pre Rec F1 Pk WD

TextTiling xx xx xx xx xx

S-BERT-paraphrase 0.281 0.377 0.313 0.427 0.492
S-BERT-distiluse 0.253 0.342 0.283 0.443 0.503
S-BERT-stsb 0.270 0.352 0.298 0.422 0.474
fastText-max 0.245 0.281 0.262 0.423 0.451
fastText-avg 0.278 0.324 0.298 0.399 0.454
LDA (N 10) 0.397 0.469 0.429 0.313 0.368
LDA (N 20) 0.399 0.473 0.431 0.319 0.370
LDA (N 30) 0.374 0.453 0.409 0.340 0.396

Combined 0.431 0.500 0.462 0.291 0.345

Table 2: Segmentation results on the INA dataset (window_size
3)

with window_size 3, as it still performs best among all proposed
approaches.

Block Size Pre Rec F1 Pk WD

10 0.178 0.327 0.222 0.320 0.334
20 0.431 0.500 0.462 0.291 0.345
30 0.521 0.345 0.400 0.419 0.456

Table 3: Comparing performance as a function of the partition-
ing block size

From the results, we see clearly that for N 10, the smaller blocks
fail to capture enough topical information, as we see a significant
drop in all metrics. As for N 30, we see an increase of Precision (i.e.
a higher ratio of true positives), but at the cost of recall and overall
F1-score.

4.2.2 Number of segments. For the previous experiments, we set
the number of segments for each program to be equal that of the
ground-truth, which is an ideal setting just to evaluate the perfor-
mance of the representations. In Table 4, we experiments with two
simple heuristics:
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• 1/6: we pick the number of segments to be equal to a sixth
of the number of blocks generated for the program. As we
computed the ratio of blocks to segment to be equal to 16.

• Thresh: we only keep the segmentation candidate at position
i if it satisfies the following inequality:

hi minhri,hli

1
N

N
j
h j− sim j, j 1−hi− simi, i 1 < 0

with hri and hli two functions returning the highest peak to
the right and the left of i, respectively, and they are both
defined for each program. In concrete terms, this means we
only keep the candidates which are situated at valleys that are
deeper than the average valley in the entire similarity curve.

• GT (ideal case): we reproduce the results from the previous
experiments with the number of segments to be picked is
equal to that of the ground truth.

Block Size Pre Rec F1 Pk WD

GT 0.431 0.500 0.462 0.291 0.345
1/6 0.266 0.478 0.340 0.278 0.297
Thresh 0.451 0.297 0.384 0.329 0.394

Table 4: Comparing performance as a function of the number
of segment selection method

As we see the results in Table 4, the different methods offer
different compromises. While using 16, by virtue of detecting less
boundaries on short programs, we get better Pk and WindowDi f fk
scores than when using the ground truth, but the classification scores
are comparatively low. Whereas for T hresh, we get segmentation
scores that are close to GT, while not losing as much in classification
scores.

4.3 Aligning segments with description metadata
In our ground truth, every annotated segment is given a title that
corresponds to a summary of its content. Given how in production
there is typically metadata about the content of the program (e.g. seg-
ment titles), we further test the scenario of aligning the automatically
generated transcript with the existing metadata. In this setting, we
consider the number of segments given (to be equal to the number of
provided segment titles), and we create an alignment by measuring
the similarity between each block in the transcript (we keep the
block size N 20) and a title from the ground truth annotation, using
all the representations we mentioned above. Starting from the first
title, we set a segment boundary at each position where a block has
more similarity to the next title than the one currently considered.

As we can see in Table 5, the results based on content alignment
with the titles, while comparable to the segmentation results on Pk
and WindowDi f f , are significantly lower on classification metrics.
Upon analysis, we see that this is probably due to the shortness of the
descriptive titles, which do not carry enough information to measure
similarity significantly, regardless of the chosen textual represen-
tation (all methods perform comparatively the same). A combined
decision (obtained by assigning the coefficients 0.5,0.3,0.2 to the

Approach Pre Rec F1 Pk WD

S-BERT-paraphrase 0.281 0.377 0.313 0.427 0.492
fastText-avg 0.241 0.243 0.243 0.406 0.448
LDA (N 20) 0.264 0.263 0.264 0.387 0.432

Combined 0.390 0.271 0.319 0.296 0.342

Table 5: Alignment results on the INA dataset

similarity score of S-BERT, fastText and LDA, respectively), how-
ever, does improve the results, which highlights again the fact that
leveraging on multiple textual representations is key to improving
the overall segmentation results.

5 CONCLUSION AND FUTURE WORK
In this paper, we propose a new method for unsupervised content seg-
mentation based on combining multiple text representations, and we
show that topic modeling is a useful representation. More advanced
methods for deriving and combining the representations, as well as
finding the number of segments in the program, can be considered
in the future. We would also like to explore the use of multimodal
features to further improve the segmentation: audio features such
as silence periods and speaker turns, and visual features (e.g. visual
shot similarity, scene segmentation) can also help complementing
textual content for programs that present more visual diversity.
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B.8 EURECOM’s DHQ 2021 journal paper

This paper describes extensive experiments made by EURECOM using the FaceRec library in
analyzing old newsreel from the Partner INA and published in the Digital Humanities Quarterly
journal, volume 15, number 1.
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Abstract 

The ANTRACT project is a cross-disciplinary apparatus dedicated to the analysis of the French 
newsreel company Les Actualités Françaises (1945-1969) and its film productions. Founded during 
the liberation of France, this state-owned company filmed more than 20,000 news reports shown in 
French cinemas and throughout the world over its 24 years of activity. The project brings together 
research organizations with a dual historical and technological perspective. ANTRACT’s goal is to 
study the production process, the film content, the way historical events are represented and the 
audience reception of Les Actualités Françaises newsreels using innovative AI-based data processing 
tools developed by partners specialized in image, audio, and text analysis. 

This article focuses on the data processing apparatus and tools of the project. Automatic content 
analysis is used to select data, to segment video units and typescript images, and to align them with 
their archival description. Automatic speech recognition provides a textual representation and natural 
language processing can extract named entities from the voice-over recording; automatic visual 
analysis is applied to detect and recognize faces of well-known characters in videos. These 
multifaceted data can then be queried and explored with the TXM text-mining platform. 

The results of these automatic analysis processes are feeding the Okapi platform, a client-server 
software that integrates documentation, information retrieval, and hypermedia capabilities within a 
single environment based on the Semantic Web standards. The complete corpus of Les Actualités 

Françaises, enriched with data and metadata, will be made available to the scientific community by 
the end of the project. 
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1. Implementing a Transdisciplinary Research Apparatus 

on a Film Archive Collection: Opportunities and 

Challenges 

The ANTRACT1 project brings together research organizations with a dual historical and 
technological perspective, hence the reference to the transdisciplinary in the project’s name. It applies 
to a collection of 1262 newsreels (mostly black and white footage) shown in French movie theaters 
between 1945 and 1969. These programs were produced by Les Actualités Françaises newsreel 
company during the French Trente Glorieuses era. The project develops automated tools well suited to 
analyze these documents: automatic speech recognition, image classification, facial recognition, 
natural language processing, and text mining. These software are used to produce metadata and to help 
organize media files and documentation resources (i.e. titles, summaries, keywords, participants, etc.) 
into a manageable and coherent corpus usable within a dedicated online platform. 

Working together on these newsreels divided into 20,232 news reports, ANTRACT historians and 
computer scientists collaborate to optimize the research on large audiovisual corpora through the 
following questions:  

● What is the best technological approach to the systematic and exhaustive study of a 
multimedia archive collection?  

● What instruments can compile, analyze and crosscheck the data extracted from such 
documents?  

● Can these extracted data  be combined and integrated into  versatile user interfaces?  
● Can they provide new opportunities to humanities research projects through their assistance in 

the processing of numerous multi-format sources? 

In order to implement a strong cooperation between AI experts and history scholars (Deegan and 
McCarty, 2012), the key objective of the project is to provide scholars and media professionals 
working on extensive collections of film archives with an innovative research methodology fit to 
address the technological and historical questions raised by this particular corpus.  

From a technological perspective, the goal is to adapt automatic analysis tools to the specificity of 
the Actualités Françaises corpus, i.e. its historical context, vocabulary, image type. Adapting the 
language models used by the automatic transcription tools with the help of the typescripts of voice 
overs underlines this orientation. As a film collection including footage, sound and text produced more 
than half a century ago, Les Actualités Françaises corpus presents an unprecedented challenge to 
instruments specialized in audiovisual content extraction and identification. Far from separately 
considering a social and cultural history of cinema on the one hand, and the use of automatic analysis 
tools on the other hand, the project aims to link the two. Thus, a good understanding of the technical 
conditions for recording the audio leads to improved audio recognition. Shot in black and white with 
limited equipment and often under difficult filming conditions, these old newsreels do not meet the 
quality standards set by the high definition video and audio recordings feeding today’s image and 
speech recognition algorithms. Moreover, several film reels of the collection digitized under high 
compression formats show pixelated images that cannot be processed by analysis programs and some 
of the commentary typescripts display printing defects caused by the typewriters used for their 
production. 

Along with these material obstacles comes the problem raised by the transfiguration of film content 
over time. This is the case for leading figures regularly filmed by the company’s cameramen 
throughout its 24 years of activity. It is also the case for the recurring topographical data caught on 
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their film. The automatic identification of these ever-changing elements recorded on monochromatic 
footage requires a considerable amount of resources. As part of this process, ANTRACT historians 
have selected a sample of the most distinctive representations of notable characters present in Les 

Actualités Françaises newsreels in order to build a series of extraction models.  

From an historical perspective, ANTRACT aims to approach topics beyond the notion of newsreels 
as a wartime media subjected to state censorship and political ambitions (Atkinson, 2011; Bartels, 
2004; Pozner, 2008; Veray, 1995). In the wake of existing studies, one of its primary objectives is to 
extend the historical scope of the cinematographic press to question its role as a vector of social, 

political and cultural history shaping the opinion of the public during the second half of the 20
th

 

century (Fein, 2004, 2008; Althaus et al., 2018; Chambers et al., 2018; Imesch et al., 2016; Lindeperg 
2000, 2008). This series of cinematographic documents is not the only legacy left by a newsreel 
company which witnessed world history from the liberation of France to the late 1960’s. The dope 
sheets filled out by its cameramen, the written commentaries of its journalists and the records left by 
its management give us rare insight into the content of a film collection as well as its production 
process. Despite its historical value, Les Actualités Françaises corpus has eluded a thorough 
examination of its entire content. Scattered across different inventories, the numerous films, audio 
records and typescripts produced by the newsreel company have forestalled such a project. In this 
regard, the challenge presented by an exhaustive study of Les Actualités Françaises is similar to those 
of other abundant multi-format collections and inspires a recurring question regarding their approach: 
how can one identify and index thousands of hours of film archives associated with hundreds of text 
files produced over an extended period of time? The tools developed by the consortium partners 
working on the project are intended to cast a new light on the French company newsreels through the 
combined treatment of data extracted from its whole collection and correlatively studied on the Okapi 
and TXM platforms. This apparatus should open new semantic fields previously overlooked by the 
fragmentary research conducted on specific inventories of the company records. Focused on film 
content, the project is also committed to scrutinize the production process and the different trades 
involved in the making of Les Actualités Françaises newsreels emphasizing the political and 
economic background of a company controlled by a democratic state. Underlining the notion that 
media participate in events (Goetschel and Granger, 2011), this dual analysis - both technological and 
historical - will be completed with the study of the public reception of these weekly journals in light of 
its request patterns, i.e. audience expectation for sensational and exotic news and its interest in the 
daily life of renowned figures (Maitland, 2015). 

Through audio and video analysis tools dedicated to corpus building and enrichment (section 2) and 
platforms for historical interactive analysis (section 3), this article presents the results from the first 
phase of the project, which sets the focus on the technological side of the research, specifically its data 
processing apparatus and tools. Nevertheless, historians are involved in most of these computational 
preliminary steps, by contributing to the implementation and testing tasks. At the same time, we 
explore temporary results of historical investigations, while the full potential for historical studies will 
be developed in the forthcoming second phase of the project that will be addressed in a follow-up 
article.  
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2. Corpus building and enrichment 

2.1 Organization of the video corpus with automatic content analysis 

technologies 

Automatic content analysis technologies are used to obtain the most consistent, complete and 
homogeneous corpus as possible, allowing historians to easily search and navigate through the 
documents (digitized films, documentation notes and typescripts). When considering that the whole 
archive would not be relevant, a preliminary step was to realize that for some tasks, we had to define 
how our corpus would be composed and structured. One cannot just input the data into the computer 
and see what happens. For instance, textometric analysis would be hindered if all the available videos 
were kept, because of numerous duplicates which would artificially inflate word frequencies. 
Duplicates could be due to either multiple copies of a single news report, or to the use of the same 
report in several regional editions. As a collaborative decision involving newsreel experts, corpus 
analysis researchers, and historians, ANTRACT’s main corpus was restricted to the collection of all 
national issues of Les Actualités Françaises newsreels, each issue being composed of topical report 
sub-units. Then, the next goal was:  

1) to get a corpus made of exactly one digital video file by edition (which was a requisite 
condition for TXM data import, see Section 3.1), 

2) to get archival descriptions of the reports temporally linked to these files, as an edition is 
made of a succession of reports. 

This led us to take the following actions: 

1) physically segment video files initially coming from the digitization of film reels, so that 
each file contains exactly one edition, starting at timecode 0. 

2) keep only archival descriptions linked to either one edition or one report included in one of 
the editions, namely “summary” and “report” archival descriptions. Thus, archival 
descriptions corresponding to other content, such as rushes or unused material, called 
“isolated” archival descriptions were discarded. Around 10,700 archival descriptions have 
thus been kept in this first version of the corpus.  

The remaining of this section explains how automatic analysis has been used to temporally 
synchronize archival descriptions with digital video files. 

Segmentation of reports. Each one of the 1,200 editions of the newsreels corresponds to more than 
one digital video file, either because several digitized copies of one given edition exist in the 
collection, or because the film has been digitized several times, for quality reasons for instance. When 
they exist, timecodes of archival descriptions may refer to one or the other digital video file. One 
objective is to get all archival descriptions of one edition referring to the same video file, with 
timecodes. About 9,500 out of 10,700 archival descriptions have timecodes referring to the video file 
of the whole edition, which left around 1,200 archival descriptions to manage. A report with timecode 
is called “segmented”. One important step is to segment each edition into its constitutive reports, by 
detecting report boundaries. In most cases, reports are separated by black images, easily detected by 
simple image analysis methods (the ffmpeg video library offers an efficient “blackdetect” option for 
instance). Reports may also be separated by sequences of a few frames to a few seconds of a motion 
blur shot by a camera, used as a syntactic punctuation. In some cases, when these sequences are long 
enough, they can be detected as a simple threshold on the horizontal dimension of the optical flow, 
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computed with existing algorithms such as OpenCV (Bradski, 2000). A more robust detection method 
is still under development using machine learning algorithms. 

Transfer of timecodes. When timecodes refer to a video file different from the main video file, 
timecodes on the main file may be computed using copy detection techniques. The principle is 
illustrated by Figure 1. In the figure, reports on “Rugby” and “Kennedy’s visit” (from the edition of 
May 31st, 1961) refer to two video files, both distincts from the video file corresponding to the whole 
edition. To identify the location of the reports within the main video file, we used the audio and video 
copy detection method based on fingerprinting methods developed at INA (Chenot and Daigneault, 
2014), eventually allowing the transfer of timecodes for more than 800 reports. 

 

Figure 1. Transfer of archival description timecodes 

 

Timecoding reports using transcripts. We tried to identify the temporal boundaries of the remaining 
400 unsegmented remaining reports by comparing the text coming from corresponding archival 
descriptions (title + summary + keywords for instance), with the automatic speech transcription (ASR) 
of segments of the video file not already corresponding to one report (see Section 2.3). Simple 
similarity text measures such as the Jaccard distance, or ratio metrics in the Fuzzywuzzy Python 
package give encouraging but not entirely satisfying results. We plan to use a corpus-specific TF-IDF 
measure, or embedding methods such as word2vec or BERT in the future. 

2.2 Typescripts: from page scans to structured textual data 

Typescripts of the voice-overs have been linked to books and typescripts of each edition and separated 
with pages giving the summary of the edition (see Figure 2). This represents around 9,000 pages. At 
the beginning of the project, these documents were scanned in a good quality format (TIFF, color, 400 
dpi). An optical character recognition (OCR) tool has thus been applied (Google Vision API in 
“Document” mode), giving spatially-located digital texts. 

Once digitized, typescripts have to be separated from summaries. In order to achieve that, an 
automatic classifier has been trained by specializing the state-of-the-art Inception V3 classifier 
(Szegedy et al., 2016) with a few manually chosen examples. This gave about 2,600 pages of 
summaries and 6,400 pages of voice-overs.  
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Figure 2. Typescripts of voice-overs and summaries 

Spatial and temporal alignment of transcripts. The objective of this alignment is to associate each 
report with the corresponding section of the typescripts. The available metadata allows processing this 
alignment year by year. This operation is done in two stages, by using on the one hand the result of the 
automatic speech transcription of the voice-over from the video files, and by using on the other hand 
the result of the OCR of the typescripts. The first step is done by minimizing a comparison measure 
between strings in order to find for each subject the corresponding typescripts page. The partial ratio 
method of the Fuzzywuzzy Python package allows looking for a partial inclusion of the speech-to-text 
into the OCR. Since topics and pages are approximately chronological, exhaustive searching is not 
required. The second step consists in spatially locating the text of the voice-over in the corresponding 
typescript page. For that, we use the alignment given by the Dynamic Time Warping algorithm 
(DTW), slightly modified to overcome the anchoring at the ends of the found path. The typescript area 
thus identified in the output of the OCR makes it possible to obtain the spatial coordinates of the 
commentary in the typewritten page. However, the method used does not allow locating transcripts 
overlapping over two pages. Additional treatment should be considered, for instance in order to get 
aligned text units for textometric analysis (see section 3.1). 

2.3 Automatic audio analysis 

The work on the audio part consists in detecting the speakers, transcribing speech into words (ASR) 
and detecting named entities (NE) using the systems we have developed for contemporary radio and 
television news. 

Audio analysis of an old data set is an interesting challenge for automatic analysis systems. The 
recording devices used between 1945 and 1969 are very different from today’s analog or digital 
devices. 35-mm films, which contain both sound and image, deteriorated before being digitized in the 
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2000s. Moreover, the acoustic and language models are generally trained on data produced between 
1998 and 2012. This 50-year time gap has consequences on the system’s performance. 

Technically, acoustic models for ASR and speakers were trained on about 300 hours drawn from 
several sources of French TV and radiophonic broadcast news2 with manual transcripts. The ASR 
language models were trained on these manual transcripts, French newspapers, news websites, Google 
news and the French GigaWord corpus, for a total of 1.6 billion words. The vocabulary of the 
language model contains the 160k most frequent words. The NE models were trained only on a subset 
of manual transcripts3. 

Prior to the transcription process, the signal is cut into homogeneous speech segments and grouped by 
speakers. We refer to this process as the Speaker Diarization task. Speaker Diarization is first applied 
at the edition level, where each video record is separately processed. Then, the process is applied at the 
collection level, over all the 1,200 editions, in order to link the recurrent speakers. The system is based 
on the LIUM S4D toolkit (Broux et al., 2018), which has been developed to provide homogeneous 
speech segments and accurate segment boundaries. Purity and coverage of the speaker clusters are also 
one of the main objectives. The system is composed of acoustic metric-based segmentation and 
clustering followed by an i-vector-based clustering applied to both edition and collection levels. 

The ASR system is developed using the Kaldi Speech Recognition Toolkit (Povey et al., 2011). 
Acoustic models are trained using a Deep Neural Network which can effectively deal with long 
temporal contexts with training times comparable to standard feed-forward DNNs (chain-TDNN 
(Povey et al., 2016)). Generic 3 and 4-gram language models, which allow users to compute the 
probability of emitting one word knowing a history of 2 or 3 words, were also trained and used during 
decoding. To help the reading, two sequence labeling systems (Conditional Random Field models) 
have been trained over manual transcripts to add punctuation and upper-case letters respectively. 

The NE system, based on the NeuroNLP4 toolkit, helps the text analysis. The manually annotated 
transcripts are used to train a text-to-text sequence labeling system. The system detects eight main 
entity types:  amount, event, function, location, organization, person, product and time. 

ASR was performed on the full collection of 1,200 national editions in order to feed Okapi and TXM 
platforms for historians’ analyses (see Section 3): about 300 hours of video, resulting in more than 1.5 
million words. A subset of 12 editions from 1945 to 1969 were manually transcribed to evaluate the 
audio analysis systems. Due to the 50-year time gap, human annotators had some difficulties with the 
spelling of NE, especially regarding people and foreign NE. Thanks to Wikipedia and INA thesaurus, 
most of NEs have been checked. However, speakers are very hard to identify. Most of them are male 
voice-overs. Their faces are never seen and their names are rarely spoken, nor displayed on the 
images. Only journalists performing interviews and well-known people, such as politicians, athletes 
and celebrities, can be accurately identified and named. 

The quality of an ASR system is evaluated using the so-called Word Error Rate (WER). This metric 
consists of counting the number of insertions, deletions and substitutions of words between the 
transcripts automatically generated by the ASR and the human transcripts considered as an oracle. The 
WER is 24.27% on ANTRACT data using the generic ASR system trained on modern data. The same 
system evaluated on 2010 data5 achieves 13.46%. It is known that ASR systems are sensitive to 
acoustic and language variations between train corpus and test corpus. Here, the WER is almost 
double. It is generally difficult to exploit transcripts in a robust way when WER is above 30%. Most of 
the errors come from unknown words (which are not listed in the 160k vocabulary). These out of 
vocabulary words (OOV) are confused with acoustically close words, which have a negative impact on 
neighboring words. The system always selects the most likely word sequence containing the word 
replacing the OOV. 
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Additional contemporary data, such as archival descriptions and typescripts, would be useful to adapt 
the language model. Therefore, abstracts, titles and descriptions have been extracted from the archival 
descriptions. OCR sentences (see Section 2.2) have been kept when at least 95% of the words belong 
to the ASR vocabulary. A "in domain” training corpus composed of 1.3 million words from archival 
descriptions and 4.7 million words from typescripts was built. The 4,000 most frequent words were 
selected to train the new ANTRACT language model, which reduces the error rate by half: from 
24.27% to 12.06% WER. Figure 3 shows a sample of automatic transcription of the July 14, 1955 
edition. The gain is significant thanks to the typescripts which are very similar to manual 
transcriptions. This "in domain" training corpus is contrary to the rules usually set during the well-
known ASR system evaluations: a test data set should never be used to build a training corpus. 
However, in our case, the main goal is to provide the best transcripts to historians. 

Future work will focus on ASR acoustic models improvement. We plan to use an alignment of 
typescripts with the editions, as well as historian users’ feedback providing some manually revised 
transcriptions.  The objective is to select zones of confidence to be added to the learning data. 
Evaluation of the Named Entities is the next step in the roadmap. The speaker evaluation will be more 
difficult because of their identities, which are not available. We plan to evaluate both the detection of 
voice-overs and interviewers. Furthermore, some famous persons, selected in collaboration with 
historians for their relevance in historical analyses, will also be identified, with the possible help of 
crossing results with image analysis as described in Section 2.4. 
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Figure 3. Sample “Actualité Francaise July 14, 1955 from 6:06 to 6:49”. Subtitle is an ASR file with 
in domain language model, automatic punctuation and upper case. @INA 

 

2.4 Automatic visual analysis 

Identifying the people appearing in a video is undoubtedly an important cue for its understanding. 
Knowing who appears in a video, when and where, can also lead to learning interesting patterns of 
relationships among characters for historical research. Such person-related annotations could provide 
ground for value added content. An historical archive such as the Actualités Françaises corpus 
contains numerous examples of celebrities appearing in the same news segment as De Gaulle and 
Adenauer (see Figure 4). However, the annotations produced manually by archivists do not always 
identify with precision those individuals in the videos. On the other side, the web offers an important 
amount of pictures of those persons, easily accessible through Search Engines using their full name as 
search terms. In ANTRACT, we aim to leverage these pictures for identifying faces of celebrities in 
video archives. 
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Figure 4. De Gaulle and Adenauer together in a video from 1959. @INA 

There has been much progress in the last decade regarding the process of automatic recognition of 
people. It generally includes two steps: first, the faces need to be detected (i.e. which region of the 
frame may contain a person face) and then recognised (i.e. to which person this face belongs to). 
    
The Viola-Jones algorithm (Viola, 2004) for face detection and Local Binary Pattern (LBP) features  
(Ahonen, 2006) for the clustering and recognition of faces were the most famous techniques used until 
the advent of deep learning and convolutional neural networks (CNN). Nowadays, two main 
approaches are in use to detect faces in video and both are using CNNs. The Dlib library (King, 2009) 
provides good performance for frontal images but it requires an additional alignment step (which can 
also be performed using the Dlib library) before face recognition can be performed. The recent Multi-
task Cascaded Convolutional Networks (MTCNN) approach provides even better performance using 
an image-pyramid approach and integrates the detection of face landmarks in order to re-align detected 
faces to the frontal position (Zhang, 2016). 
 
Having located the position and orientation of the faces in the video images, the recognition process 
can be performed in good conditions. Several strategies have been detailed in the literature to achieve 
recognition. Currently, the most practical approach is to perform face comparison using a 
transformation space in which similar faces are close together, and to use this representation to 
identify the right person. Such embeddings, computed on a large collection of faces, are often 
available to the research community  (Schroff, 2015). 
 
Within ANTRACT, we developed an open source Face Celebrity Recognition system. This 
application is made of the following modules: 

● A web crawler which, given a person’s name, automatically downloads from Google a set of k 
photos that will be used for training a particular face model. In our experiments, we generally 
use k = 50. Among the results, the images not containing any face or containing more than one 
face are discarded. In addition, end users (e.g. domain experts) can manually exclude wrong 
results, for example, corresponding to pictures that do not represent the searched person. 

● A training module where the retrieved photos can be converted to black-and-white, cropped 
and resized in order to obtain images only containing a face, using the MTCNN algorithm 
(Zhang, 2016). A pre-trained Facenet (Schroff, 2015) model with Inception ResNet v1 
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architecture trained on VGGFace2dataset (Cao, 2018) is applied in order to extract visual 
features of the faces. The embeddings are used to train a SVM classifier. 

● A recognition module where a newsreel video is received as input and from which all frames 
are extracted at a given skipping distance d (in our experiments, we generally set d = 25, 
namely 1 sample frame per second). For each frame, the faces are detected (using the MTCNN 
algorithm) and the embeddings computed (Facenet). The SVM classifier decides if the face 
matches the ones among the training images. 

● Simple Online and Realtime Tracking (SORT) is an object tracking algorithm, which can 
track multiple objects in real-time (Bewley, 2016). Its implementation is inspired by the 
suggestion code from Linzaer6. The algorithm uses the MTCNN bounding box detection and 
tracks it across frames. We introduced this module to increase the robustness of the library. By 
introducing this module, while making the assumption that faces do not swap coordinates 
across consecutive frames, we aim to get a more consistent prediction. 

● Finally, the last module groups together the results coming from the classifier and the tracking 
modules. We observe that even though the face to recognize remains the same over 
consecutive frames, the face prediction sometimes changes. For this reason, we select for each 
tracking the most frequently occurring prediction, taking also into account the confidence 
score given by the classifier. In this way, the system provides a common prediction for all the 
frames involved in a tracking, together with an aggregated confidence score. A threshold t can 
be applied to this score in order to discard the low-confidence prediction. According to our 
experiments, t = 0.6 gives a good balance between precision and recall. 

 
In order to make the software available as a service, we wrapped it into a RESTful web API, available 
at http://facerec.eurecom.fr/. The service receives as input the URI of a video resource, as it appears in 
Okapi, from which it retrieves the media object encoded in MPEG-4. Two output formats are 
supported: a custom JSON format and a serialization format in RDF using the Turtle syntax and the 
Media Fragment URI syntax (Troncy et al., 2012), with normal play time (npt) expressed in seconds to 
identify temporal fragments and xywh coordinates to identify the bounding box rectangle 
encompassing the face in the frame. A third format, again following the Turtle syntax, will be soon 
implemented so that the results can be directly integrated in the Okapi Knowledge Graph. A light 
cache system is also provided in order to enable serving pre-computed results, unless the no cache 
parameter is set which is triggering a new analysis process. 
 
We run experiments using the face model of Dwight D. Eisenhower on a selection of video segments 
extracted from Okapi, among the ones that have been annotated with the presence of the American 
president using the ina:imageContient and ina:aPourParticipant properties in the knowledge graph. In 
the absence of a ground truth, we performed a qualitative analysis of our system on three videos. For 
each detected person, we manually assessed whether the correct person was found or not. Out of the 
90 selected segments, the system correctly identified Eisenhower in 33 of them. However, we are not 
sure that Eisenhower is effectively visually present in all 90 segments. We are currently working on 
extracting from the ANTRACT corpus a set of annotated segments to be used as ground truth so that it 
is possible to measure the precision and recall of the system.  
 
In addition, we made the following observations: 

● The library generally fails in detecting people when they are in the background, or when the 
face is occluded. 

● When faces are perfectly aligned, they are easier to detect. Improvements on the alignment 
algorithm are foreseen as future work. 
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● When setting a high confidence threshold, we do not encounter cases where we confuse one 
celebrity by another one. Most errors are about confusing an unknown face with a celebrity in 
the dataset. 

 
In order to easily visualize the results and to facilitate history scholars’ feedback, we developed a web 
application that shows the results directly on the video, leveraging on HTML5 features. The 
application also provides a summary of the different predictions, enabling the user to directly jump to 
the relative part of the video where the celebrity appears. A slider allows changing the confidence 
threshold value, in order to better investigate the low-confidence results. 
The application is publicly available at http://facerec.eurecom.fr/visualizer/?project=antract (see 
Figure 5). 
 

 
Figure 5: The visualizer of the Celebrity Face Recognition System 

3. Platforms for historians' exploration and analysis of the 

corpus 

The corpus built with automatic tools in section 2 is explored interactively by historians using two 
platforms: 

● the TXM platform for analysis of text corpora based on quantitative and qualitative 
exploration tools, and augmented during the ANTRACT project to facilitate the link between 
textual data and audio and video data; 

● the Okapi knowledge-driven platform for the management and annotation of video corpora 
using semantic technologies. 

3.1 The TXM platform for interactive textometric analysis 

Text analysis is achieved through a textometric approach (Lebart et al., 1998). Textometry combines 
both quantitative statistical tools and qualitative text searching, reading and annotating. On the one 
hand, statistical functionalities include keyword analysis, collocations, clustering and correspondence 
analysis. This makes a significant analytical power addition in comparison with usual annotation and 
search & count features in audiovisual transcription software such as CLAN (MacWhinney, 2000) or 
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ELAN (ELAN, 2018). On the other hand, yet again in the textometric approach, qualitative analysis is 
carried out by advanced KWIC concordancing, by placing an emphasis on easy-access to high quality 
of layout rendering of source documents and by providing annotation tools. Such a qualitative side is 
marginal if not absent in conventional text mining applications (Hotho et al., 2005; Feinerer et al., 
2008; Weiss et al., 2015): most of them process plain text, getting rid of text body markup, if any, and 
aim at synthetic visualization displacing close text reading. 

Textometry is implemented by the TXM software platform (Heiden, 2010). TXM is produced as an 
open-source software, which integrates several specialized components: R (R Core Team, 2014)  for 
statistical modeling, CQP for full text search engine (Christ, 1994), TreeTagger (Schmid, 1994) for 
Natural Language Processing (morphosyntactic tagging and lemmatization). TXM is committed to 
data and software standardization and sharing efforts, and has notably be designed to manage richly-
encoded corpora, such as XML data and TEI7 encoded texts ; for ANTRACT textual data, TXM 
imports tabulated data (Excel format export of tables from INA documentary databases) and files in 
the Transcriber XML format provided by speech-to-text software (see Section 2.3). TXM is dedicated 
to text analysis, but also helps to manage multimedia representations associated with the texts, whether 
it is scanned images of source material, audio or video recordings: actually, these representations 
participate in the interpretation of TXM common tools results in their full semiotic context. 

In 2018, we began to build the AFNOTICES TXM corpus by importing the INA archival descriptions: 
each news report is represented by several textual fields (title, abstract, sequence description) and 
several lexical fields (keyword lists of different types such as topics, people, or places, and credits 
with names of people shown or cameramen) and labeled by a dozen metadata (identifier, broadcast 
date, film producer, film genre, etc.) which are useful to contextualize or categorize reports. 

In 2019, we began the production of the AFVOIXOFFV02 TXM corpus which makes the voice-over 
transcripts (see Section 2.3) searchable and available for statistical analysis, synchronized at the word 
level for video playback and labeled by INA documentary fields. 

These corpora may still be augmented by aligning new textual modalities: texts from narration 
typescripts (OCR text and corresponding regions in the page images) (see Section 2.2), annotations on 
videos (manual annotations added by historians through the Okapi platform (see Section 3.2), as well 
as automatic annotations generated by image recognition software (see Section 2.4), named entities, 
etc. 

One of the technical innovations achieved for the project has been the consolidation of TXM back-to-
media component (Pincemin et al., 2020), so that any word or text passage found in the result of a 
textometric tool can be played with its original video; we have also implemented authenticated 
streamed access to video content from the Okapi media server, which happened to be a key 
development for video access given the total physical size and the security constraints of such film 
archive data. 

The following screenshots illustrate typical textometric analysis moments of current studies within the 
ANTRACT project. 

In Figure 6 and Figure 7, we study the context of use for the word “foule” (crowd), through a KWIC 
concordance. A double-click on a concordance line opens up a new window (on the right-hand side) 
which displays the complete transcript in which the word occurs. Then, we click on the music note 
symbol at the beginning of the paragraph to play the corresponding video. A dialog box prompts for 
credentials before accessing the video on the Okapi online server. This opportunity to confront textual 
analysis with the audiovisual source is all the more important here because textual data were generated 
by the speech-to-text automatic component, whose output could not be fully revised. Moreover, the 
video may add significant context that is not rendered in plain text transcription. 
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Figure 6. CONCORDANCE of the word “foule” (crowd) in the voice-over corpus (left window), 
voice-over transcript EDITION corresponding to the selected concordance line (right window), 
and the authentication dialog box to access the Okapi video server to play the video at 0:00:06 

(top left window).  

 

Figure 7. Hyperlinked windows managing results associated with the word “foule” (crowd): 
CONCORDANCE (left window), transcript EDITION (middle window) and synchronized 

video playback (right window) 

 Our second example is about the place of agriculture and farmers in the Actualités françaises, and 
how the topic is presented. It shows how one can investigate if a given word has the same meaning in 
documentation and in commentary, or if different words are used when dealing with the same subject. 
We first get (Figure 8) a comparative overview of the quantitative evolution of occurrences from two 
word families, derived from the stems of “paysan” and “agricole”/ “agriculture” (see detailed list of 
words in Figure 9, left hand side window). We complete the analysis with contextual analysis through 
KWIC concordance views (see Figure 8, lower window) and cooccurrences computing (see Figure 9). 
We notice that “paysan” becomes less used from 1952 onwards, and that it is preferred to 
“agriculteur” when speaking of the individuals present in the newsreels extracts; conversely, 
“agricole”/”agriculture” are used in a more abstract way, to deal with new farm equipment and socio-
economic transformation of this line of business. 
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Figure 8. PROGRESSION chart (upper window), and hyperlinked KWIC CONCORDANCES (lower 
window), to compare two word families related to farming 

 

Figure 9.  INDEX results detailing the content of two word families (left margin), and 
COOCCURRENCES statistical analysis to characterize their contexts 
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Combining word lists (INDEX) and morphosyntactic information is very effective to summarize 
phrasal contexts. For instance, in Figure 8, we can compare which adjectives qualify “foule” in the 
archival descriptions, and which ones qualify “foule” in the voice-over speeches. For a given phrase 
(“foule immense”, huge crowd) in the voice-over, we compute its cooccurrences in order to identify in 
which kind of circumstances the phrase is preferred (funerals, religious meetings). In TXM, full-text 
search is powered by the extensive CQP search engine (Christ, 1994), which allows very fine-tuned 
and contextualized queries. 

 

Figure 10. INDEX of “foule” (crowd) preceded or followed by an adjective, in archival descriptions 
(left window) or in voice-over transcripts (middle window). COOCCURRENCES for “foule 

immense” (huge crowd) in voice-over transcripts (right window) 

 

Figure 11. Statistical SPECIFICITY chart for “foule” (crowd) over the years 

For chronological investigations, we can divide the corpus into time periods in a very flexible way, 
such as years or groups of years. Any encoded information may be used to build corpus subdivisions. 

Then the SPECIFICITY command －that implements a Fisher's Exact Test, known as one of the best 
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calculations to find keywords (McEnery and Hardie, 2012)－ statistically measures the steady use, or 

the singular overuse or underuse of any word. The function can also be used to bring to light the 
specific terms for a given period, or for any given part of the corpus. For example, (Figure 9) focuses 
on the word “foule”over the years. Peak years reveal important political events (e.g. the liberation of 
France after WW2, the advent of the Fifth Republic), which match the high exposure of Général de 
Gaulle. However, the most frequent occurrences do not necessarily correspond to political upheavals. 

 

Figure 12.  Example of resonance analysis (Salem, 2004): SPECIFIC terms in voice-over comments 
for reports showing a crowd (according to archival description) (upper window) ; then, 

SPECIFIC terms in voice-over comments for reports showing a crowd and having no mention 
of De Gaulle or “président” (president) (lower window) 

With Figure 12, we apply a statistical resonance analysis (Salem, 2004). When a crowd is shown (as 
indicated by the archival description), what are the most characteristic words said by the voice-over? 
“Président” and “[le général De] Gaulle” represent the main context (Figure 12, upper window). In a 
second step, we remove all the reports containing one of these two words and focus on the remaining 
reports to bring out new kinds of contexts associated with the view of a crowd (Figure 12, lower 
window), such as sports, commemorative events, demonstrations, festive events, etc. The recurring 
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term “foule” (crowd) in the voice-overs promotes a sense of belonging to a community of fate. From a 
methodological perspective, this kind of cross-querying combined with statistical comparison between 
textual newsreel archival descriptions and commentary transcripts helps investigate correlations or 
discrepancies between what is shown in the newsreels and what is said in their commentaries. Such a 
combination of statistics across media is rarely provided by applications. 

Figure 13 provides a first insight of a correspondence analysis output: we computed a 2D-map of the 
names of people who are present in more than 20 reports, in relation with the years in which they are 
mentioned. We thus get a synthetic view of the relationship between people and time in the Actualités 

françaises reports. In terms of calculation, as textometry often deals with frequency tables crossing 
words and corpus parts (here we crossed people’s names and year divisions), it then opts for 
correspondence analysis, because this type of multidimensional analysis is best suited to such 
contingency tables (Lebart et al., 1998). 

 

Figure 13. CORRESPONDENCE ANALYSIS (first plane) of the frequency table crossing the years 
and the names of 51 people that are present in at least 20 reports   

3.2 Okapi platform for interactive semantic analysis 

Okapi (Open Knowledge Annotation and Publication Interface) (Beloued et al., 2017) is a knowledge-
based online platform for semantic management of content. It is at the intersection of three scientific 
domains: Indexing and description of multimedia content, knowledge management systems and Web 
content management systems. It takes full advantage of semantic web languages and standards (RDF, 
RDFS, OWL (Motik et al., 2012)) to represent content as graphs of knowledge; it applies semantic 
inferences on these graphs and transforms them to generate new hypermedia content like web portals. 

Okapi provides a set of tools for analyzing multimedia content (video, image, sound) and managing 
corpora of annotated video and sound excerpts as well as image sections. Analysis tools allow the 
semantic indexing and description of content using domain ontology. The corpus management tools 
provide services for the constitution and visualization of thematic corpora as well as their annotation 
and enrichment in order to generate mini-portals or thematic publications of their contents. 
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The Okapi’s knowledge management system stores knowledge as graphs of named entities and 
provides services to retrieve, share and present them as linked open data. These entities can be aligned 
with other entities in existing knowledge bases like dbpedia and wikidata and so makes Okapi 
interoperable with the Linked Open Data ecosystem (Bizer et al., 2009). The named entities can be of 
different types and categories and vary according to the studied domain. For instance, for audiovisual 
archives, entities may concern persons, geographical places and concepts. 

Finally, the Okapi’s Content Management System (Okapi’s CMS) considers the characteristics of the 
studied domain and user preferences to generate web interfaces and tools for Okapi as well as content 
portals adapted to the domain. This publishing framework allows also authors to focus on their 
authoring work and to create thematic portals without any technical skills. The author can specify his 
thematic publication as a set of interconnected multimedia elements (video, image, sound, editorial 
texts). The framework applies thereafter a set of publishing rules on these elements and generates a 
web site. 

The Okapi platform is used by historians to constitute thematic corpora and to publish their portals as 
explained in the above paragraphs. Okapi can also be used by researchers in computer science and data 
scientists to show and improve the results of their automatic algorithms (face detection and 
recognition, automatic speech recognition, etc.). The following sections show some examples of how 
the Okapi platform can be used on the collection “Les Actualités Françaises” (AF) in the context of 
the ANTRACT project. 

The media analysis can be carried out manually by annotators or automatically by algorithms on 
several axes as shown in Figure 14. In this example, thematic analysis (the layer entitled “strate 

sujets”) of the AF program “Journal Les Actualités Françaises : émission du 10 juillet 1968” consists 
in identifying the topics addressed in this program, their temporal scope and a detailed description of 
the topic in terms of the subject we are talking about, the places where it happens and the persons who 
are involved in this subject. 

 

Figure 14. Timeline for Media Analysis  

The user can create and remove analysis layers and their segments as well as the description of each 
segment and its timecodes. Considering the second segment in the example where we are talking about 
the water sports (concept) in England (Place), especially the adventures of the solo sailor Alec Rose 
(Person) as indicated in the following form (Figure 15): The user can edit this form to change and 
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create new description values of the selected segment. These concepts, places and persons are a subset 
of named entities that are managed and suggested by Okapi to complete the description of the 
segment.  

 

Figure 15. Segment Metadata Form  

The other analysis layers (transcription, music detection, etc.) are provided by automatic algorithms. 
The metadata provided by these algorithms can enrich the ones created manually by users and can be 
used by the Okapi platform to generate a rich portal that brings value to the content and provides 
several access and navigation possibilities in the content as shown in Figure 16. 
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Figure 16. Okapi portal page of the AF news “Journal Les Actualités Françaises: émission du 10 
Juillet 1968”. 

The generated metadata are also used as advanced criteria for looking for video excerpts and so allow 
users to constitute their thematic corpora focused on some topics. Figure 15 shows an example of an 
advanced search of segments which talk about “Water sports” in “England”. Like all Okapi’s 
objects, a query is represented as a knowledge graph and then transformed into a SPARQL query. The 
results of this query, illustrated by Figure 17 and 18, can be used to create a corpus. 
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Figure 17. Example of an Okapi Query 

 

Figure 18. Example of query results 

The corpus itself is an object to be annotated, i.e, the user can add new metadata on the corpus itself or 
on its elements (video excerpts) and put rhetorical relations between them.  Figure 19 shows a corpus 
of three excerpts, retrieved from the query presented in the previous paragraph. It displays also a 
rhetorical relationship between the two segments: “Robert Manry, 48 ans: Traversée solitaire de 

l’océan” which illustrates the other segment “Alec Rose, après 354 jours sur un bateau: “la terre est 

ronde””. All these metadata will be used to create a thematic portal focused on the content of the 
corpus or integrated into a story through the inclusion of editorial content and preferred reading paths. 
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Figure 19. Thematic Corpus “Water Sports” 

The Okapi platform exposes a secure SPARQL endpoint and API which allows other ANTRACT 
tools, especially the TXM platform, to query the knowledge base and to update the stored metadata. 
For instance, TXM tools could retrieve metadata through the Okapi’s endpoint in order to constitute a 
corpus. This corpus will then be stored in the knowledge base through the API and used by Okapi to 
provide thematic publications. Additional semantic descriptors produced by TXM could also be 
integrated into the Okapi knowledge base. 

4. Conclusion 

Presented throughout this article, the ANTRACT project’s challenge is to familiarize scholars with the 
automated research of large audiovisual corpora. Gathering instruments specialized in image, audio 
and text analysis into a single multimodal apparatus designed to correlate their results, the project 
intends to develop a transdisciplinary research model suitable to open new perspectives in the study of 
single or multi-format sources.  

At this point of the project, most of the work is dedicated to the development and tuning of the 
automatic content analysis tools as well as the application of their results to the organization and 
improvement of the corpus data in connection with research provided by ANTRACT historians 
(Goetschel, 2019). Their case studies were explored using the TXM textometry platform and the 
Okapi annotation and publication platform that allows its users to exploit all the data produced by the 
instruments developed for the project.  

From a technological perspective, ANTRACT’s goal is now to further adapt automatic content 
analysis tools to the specificity of the corpus such as its historical context, its vocabulary, its image 
format and quality, as it has been done, for instance, by improving the language models used by the 
automatic transcription tools with the help of the typescripts of voice-overs. Interactive analysis 
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platforms should also benefit from history scholars feedback in order to improve their user interface 
and to develop new analytical paths. 

At the end of the project, a comprehensive Les Actualités Françaises corpus completed with its 
metadata as well as the results of the research supported by automatic content analysis tools and 
manual annotations will be made available to the scientific community via the online Okapi platform. 
To this end, Okapi tutorials will be provided to the public and TXM will continue to be available as an 
open source software to help the analysis of corpora used in new case studies. Okapi source code will 
be turned to open source so that other developers can contribute to its enhancement. 

Regarding humanities, ANTRACT tools and methodology can be adapted to various types of corpora 
providing historians as well as specialists from other disciplines such as sociology, anthropology and 
political science a renewed access to their documents supported by an exhaustive examination of their 
content.  
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B.9 EURECOM’s LDK 2021 conference paper

This paper describes the ZeSTE approach developed by EURECOM and accepted at LDK 2021.
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Abstract7

Pre-trained word embeddings constitute an essential building block for many NLP systems and8

applications, notably when labeled data is scarce. However, since they compress word meanings into a9

fixed-dimensional representation, their use usually lack interpretability beyond a measure of similarity10

and linear analogies that do not always reflect real-world word relatedness, which can be important for11

many NLP applications. In this paper, we propose a model which extracts topics from text documents12

based on the common-sense knowledge available in ConceptNet [24] – a semantic concept graph that13

explicitly encodes real-world relations between words – and without any human supervision. When14

combining both ConceptNet’s knowledge graph and graph embeddings, our approach outperforms15

other baselines in the zero-shot setting, while generating a human-understandable explanation for16

its predictions. We study the importance of some modeling choices and criteria for designing the17

model, and we demonstrate that it can be used to label data for a supervised classifier to achieve an18

even better performance without relying on any humanly-annotated training data. We publish the19

code of our approach athttps://github.com/D2KLab/ZeSTE and we provide a user friendly demo at20

https://zeste.tools.eurecom.fr/.21
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1 Introduction31

Word2Vec [14], GloVe [16], BERT [5] along with its many variants are among the most32

cited works in NLP. They have demonstrated the possibility of creating generic, cross-task,33

context-free and contextualized word representations from big volumes of unlabeled text,34

which can be then used to improve the performance of numerous down-stream NLP tasks35

by bringing free “real world knowledge" about words meanings and usage, learned mostly36

through word co-occurrences statistics, thus cutting down the need for substantial amounts of37

labeled data. However, being compacted representations of word meanings, these embeddings38

do not offer much in terms of interpretation: we know that similar words tend to have39

similar representations (i.e. similar orientation in the embedding space), and that some40

analogies can be found by doing linear algebraic operations in the embedding space (such41

as the now-famous vKing − vMan + vW oman ≈ vQueen). Both measures, however, fall short42

when evaluated systematically, as there is an entire literature about studying the limits of43
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analogies and the biases that these word embeddings can encode depending on the corpora44

they have been trained on [4, 2, 15, 13].45

In this paper, we consider the task of topic categorization, a sub-task of text classification46

where the goal is to label a textual document such as a news article or a video transcript,47

into one of multiple predefined topics, i.e. labels that are related to the topical content of48

the document. Common examples for news topics are “Politics", “Sports" and “Business".49

What is interesting about this task, compared to other text classification tasks such as spam50

detection or sentiment analysis, is that the content of the document to classify is semantically51

related to the labels themselves, providing an interesting case for zero-shot prediction setting.52

Zero-shot prediction, broadly defined, is the task of predicting the class for some input53

without having been exposed to any labeled data from that class.54

To do so, we propose to leverage ConceptNet, a knowledge graph that aims to model55

common sense knowledge into a computer- and human-readable formalism. Coupled with its56

graph embeddings (ConceptNet Numberbatch1), we show that using this resource does not57

only achieve better empirical results on the task of zero-shot topic categorization, but also58

does so in an explainable fashion. With every word being a node in the knowledge graph, it59

is straightforward to justify the similarity between words in the document and its assigned60

label, which is not possible for other distributional word embeddings as they are built on the61

statistical aggregations of large volumes of textual data.62

The remainder of this paper is structured as follows: we present some related work for63

text categorization emphasizing the methods that make use of external semantic knowledge64

(Section 2). We present our proposed method, named ZeSTE (Zero Shot Topic Extraction)65

in Section 3. We empirically evaluate our approach for zero-shot topic categorization66

in Section 4 where we compare it to different baselines on multiple topic categorization67

benchmark datasets (including a non-English dataset). We also test our method against a68

few-shot setup and show how our approach can be combined with a supervised classifier to69

obtain competitive results on the studied datasets without relying on any annotated data.70

In Section 5, we describe a demo that we developed that enable users to provide their own71

set of labels and observe the explanations for the model predictions. Finally, we conclude72

and outline some potential future improvements in Section 6.73

2 Related Work74

Nearly all recent state-of-the-art Text Categorization models ([29, 3, 28, 25], to cite a few)75

rely on some form of Transformer-based architecture [27], pre-trained on large text corpora.76

While the task of using fully-unsupervised, non-parametric models for text categorization is77

yet to be explored to the best of our knowledge, there has been multiple efforts to incorporate78

common-sense knowledge as a basis for many artificial intelligence tasks, especially in a79

zero-shot setting where humans seem to be able to satisfactorily perform a new task by relying80

mostly on their common sense and prior knowledge accumulated from their interaction with81

the world.82

In this paper, we propose to leverage ConceptNet [24], a multilingual semantic graph con-83

taining statements about common-sense knowledge. The nodes represent concepts (words and84

phrases, e.g. /c/en/sport, /c/en/belief_system, /c/en/ideology, /c/fr/coup_d’_état)85

from 78 languages, linked together by semantic relations such as /r/IsA, /r/RelatedTo,86

/r/Synonym, /r/PartOf. The graph contains over 8 million nodes and 21 million edges,87

1 https://github.com/commonsense/conceptnet-numberbatch
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expressed in triplets such as (/c/en/president, /r/DefinedAs, /c/en/head_of_state). It88

was built by aggregating facts from the Open Mind Common Sense project [20], parsing89

Wiktionary2, Multilingual WordNet [8], OpenCyc [7], as well as a subset of DBpedia, and90

designed to explicitly express facts about the real world and the usage of words and con-91

cepts that is necessary to understand natural language. Along with the graph, ConceptNet92

Numberbatch are multilingual pre-trained word (and concept) embeddings that are built on93

top of the ConceptNet knowledge graph. They are generated by computing the Positive94

Pointwise Mutual Information (PPMI) for the matrix representation of the graph, reducing95

its dimensionality, and then using “expanded retrofitting” [23] to make them more robust96

and linguistically representative by combining them with Word2Vec and GloVe embeddings.97

While the approach can be carried using other linguistic resources such as WordNet [8], we98

choose to use ConceptNet because it models word relations that are more relevant to the99

task of Topic Categorization such as /r/RelatedTo, which is the most present relation in100

the graph.101

[6] is an early example of leveraging semantic knowledge to improve text categorization. It102

uses the relations in WordNet [8] to enhance the Bag of Word representation of documents by103

mapping the different words from a document into their entries in WordNet, and adding those104

as well as their hypernyms to the Bag of Words count. This, followed by a statistical χ2 test to105

reduce the dimension of the feature vector, leads to a significant improvement over the simple106

bag-of-word model. [21] introduces Graph of Words, in which every document is represented107

by a graph of its terms, all connected with relations reflecting the co-occurrence information108

(terms appearing within a window of size w are joined by an edge). The authors propose109

a weighting scheme for the traditional TF-IDF model, where nodes are weighted based on110

some graph centrality measure (degree, closeness, PageRank), and edges are weighted with111

Word2Vec word embedding cosine similarity between their nodes. Incorporating both graph112

structure and distributional semantics from the embeddings to compute a weight for each113

term yields significantly better results on multiple text classification datasets.114

[30] benchmark the task of zero-shot text classification, underlining the lack of work115

reported on this challenge in the NLP community in comparison to the field of computer116

vision. They distinguish two definitions of zero-shot text categorization: Restrictive, in117

which during a training phase, the classifier is allowed to see a subset of the data with the118

corresponding labels, but during inference, it is tested on a new subset of examples from the119

same dataset but not pertaining to any of the seen labels; Wild, where the classifier is not120

allowed to see any examples from the labeled data but can use Wikipedia’s categories as a121

proxy dataset, for example. Our method fits into this second definition, although it does not122

require any training data. The authors compare some methods in both regimes (restrictive123

and wild) and they propose “Entail”, a model based on BERT [5] and trained on the task of124

textual entailment evaluated on the Yahoo! Comprehensive Questions and Answers dataset.125

[17] tackle the task of zero-shot text classification by projecting both the document and126

the label into an embedding space and using multiple architectures to measure the relatedness127

of the document and label embeddings. At test time, the classifier is able to ingest labels128

that were not seen during the training phase, but share the same embedding space with129

the labels already seen. A similar approach is followed by [22], in which both documents130

and labels are embedded into a shared cross-lingual semantic representations (CLESA) built131

upon Wikipedia as a multilingual corpus, and then the prediction is made by measuring the132

similarity between the two representations.133

2 https://en.wiktionary.org/wiki/Wiktionary:Main_Page
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Finally, [31] propose a two-stage framework for zero-shot document categorization, com-134

bining 4 kinds of semantic knowledge: distributional word embeddings, class descriptions,135

class hierarchy, and the ConceptNet knowledge graph. In the first phase, a (coarse-grained)136

classifier is trained to decide whether the document at hand comes from a class that was seen137

during the training phase or not. This is done by training one ConvNet classifier [11] per138

label in the “seen” dataset, and setting a confidence threshold that, if none of the classifiers139

meets, the document is considered to be for the unseen labels. Secondly, a fine-grained140

classifier predicts the document final label. If the document is from a “seen” label, then the141

corresponding pretrained ConvNet classifier is picked. Otherwise, a zero-shot classifier which142

takes as input a representation of the document, the label, and their ConceptNet closeness,143

is trained on the seen labels but is expected to generalize to unseen ones as they share the144

same embedding space.145

3 Approach146

Our approach aims to perform topic categorization without relying on any in-domain labeled147

or unlabeled examples. Our underlying assumption is that words belonging to a certain topic148

are part of a vocabulary that is semantically related to its humanly-selected candidate label,149

e.g. a document about the topic of “Sports” will likely mention words that are semantically150

related to the word Sport itself, such as team, ball, and score. We use ConceptNet [24] to151

produce a list of candidate words related to the labels we are interested in. We generate152

a “topic neighborhood" for each topic label which contains all the semantically related153

concepts/nodes, and we then compute a score for each label based on the document content.154

Figure 1 illustrates our approach using a simple example.155

3.1 Generating Topic Neighborhoods156

To generate the topic neighborhoods for a given label, we query ConceptNet for nodes157

that are directly connected to the label node. Since the number of calls to the online158

API is capped at 120 queries/minute, we instead use the dump3 of all ConceptNet v5.7159

assertions, keeping only the English and French concepts for the English and French datasets,160

resulting in 3,323,321 (resp. 2,943,446) triplets, respectively. Although the assertions161

contain a finer granularity when it comes to referring to concepts, we only consider the162

root word for each concept to build the neighborhood. For example, the word “match” has163

multiple meanings: the tool to light a fire /c/en/match/n/wn/artifact, the event where164

two contenders meet to play /c/en/match/n/wn/event, and the concept of several things165

fitting together /c/en/match/n/wn/cognition. All these nodes (as well as others such as166

the verb form) will be mapped to the same term: “match”. We also add (inverse) relations167

from the object to the subject for each triplet to ensure that every term in the graph has a168

neighborhood. The total number of unique triplets is 6,412,966, with 1,165,189 unique nodes169

for English (6.413.002 and 1.448.297 for French, respectively).170

The topic neighborhood is created by querying every node that is N hops away from171

the label node. Every node is then given a score that is based on the cosine similarity172

between the label and the node computed using ConceptNet Numberbatch (ConceptNet’s173

graph embeddings). This score represents the relevance of any term in the neighborhood to174

the main label, and would also allow us to refine the neighborhood and produce a score. In the175

3 https://github.com/commonsense/conceptnet5/wiki/Downloads#assertions
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Figure 1 Illustration of ZeSTE: given a document and a label, we start by pre-processing and
tokenizing the document into a list of terms, and we generate the label neighborhood graph by
querying ConceptNet (we omit relation labels in the figure for clarity). Each node on the graph
is associated with a score that corresponds to the cosine similarity between the graph embeddings
of that node and the label node. We use the overlap between the document terms and the label
neighborhood to generate a score for the label, as well as an explanation for the prediction. After
doing so for all candidate labels, we pick the one with the highest score to associate to the document
at hand.

case of a label which has multiple tokens (e.g. the topic “Arts, Culture, and Entertainment”),176

we just take the union of all word components’ neighborhoods, weighted by the maximum177

similarity score if the same concept appear in the vicinity of multiple label components.178

The higher N is, and the bigger the generated neighborhoods become. We thus propose179

multiple methods to vary the size of the neighborhood:180

1. Coverage: we vary the number of hops N ;181

2. Relation masking: we consider subsets of all possible relations between words from the182

ConcepNet knowledge graph. More precisely, we consider three cases:183

a. The sole relation RelatedTo which is the most frequent one in the graph;184

b. The 10 semantic and lexical similarity relations only, i.e. ’DefinedAs’, ’DerivedFrom’,185

’HasA’, ’InstanceOf’, ’IsA’, ’PartOf’, ’RelatedTo’, ’SimilarTo’, ’Synonym’, ’Antonym’ ;186

c. The whole set of 47 relations defined in ConceptNet.187

3. Filtering: we filter out some nodes based on their similarity score:188

a. Threshold (Thresh T ): we only keep nodes in the neighborhood if their similarity score189

to the label node is greater than a given threshold T .190

b. Hard Cut (Top N): we only keep the top N nodes in the neighborhood ranked by191

their similarity score.192

c. Soft Cut (Top P%): we only keep the top P% nodes in the neighborhood, ranked on193

their similarity score.194
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3.2 Scoring a Document195

Once the neighborhood is generated, we can predict the document label by quantifying the196

overlap between the document content (as broken down to a list of tokens) and the label197

neighborhood nodes, which we denote in the following equations as doc ∩ LN(label). We198

consider the following scoring schemes:199

1. Counting: assigning the document with the highest overlap count between its terms200

and the topic neighborhood.201

count_score(doc, label) = |doc ∩ LN(label)| (1)202

2. Distance: factoring in the graph the distance between the term in the document and203

the label (number of nodes or path length between the token node and the label): the204

further a term is from the label vicinity, the lower is its contribution to the score.205

distance_score(doc, label) =
∑

token∈doc∩LN(label)

1
min_path_length(token, label) + 1

(2)206

3. Degree: each node’s score is computed using the number of incoming edges to it,207

reflecting its importance in the topic graph (we use f(n) = log(1 + nedges) to amortize208

nodes with a very high degree).209

degree_score(doc, label) =
∑

token∈doc∩LN(label)

f(node_degree(token)) (3)210

4. Numberbatch similarity: for each term in the document included in the label neigh-211

borhood, we increase the score by its similarity to the label embedding (we denote the212

Numberbatch concept embedding for word w by nbw).213

numberbatch_score(doc, label) =
∑

token∈doc∩LN(label)

sim(nbtoken, nblabel) (4)214

215

5. Word Embedding similarity: similar to the Numberbatch similarity, but we use216

pre-trained 300-dimensional GloVe [16] word embeddings instead to measure the word217

similarity (we denote the GloVe word embedding for word w by glovew).218

glove_score(doc, label) =
∑

token∈doc∩LN(label)

sim(glovetoken, glovelabel) (5)219

220

We observe that in equations 4 and 5, multiple similarity measures and normalization options221

were considered, but the cosine similarity empirically showed the best results, so it has been222

used for the rest of the experiments. The model is thus the set of the neighborhood for each223

candidate label coupled with a scoring scheme. We discuss in Section 4.2 (Model Selection)224

how to empirically decide on the best filtering and scoring method that we then use in our225

experiments and our online demo.226

3.3 Explainability227

Given the label neighborhood, we can generate an explanation as to why a document has228

been given a specific label. This explanation can be generated in Natural Language or shown229
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as the subgraph of ConceptNet that connects the label node and every word in the document230

that appears within its neighborhood, and hence counted towards its score3.1. Since this231

graph is usually quite big, we can generate a more manageable summary by picking up the232

closest N terms to the label in the graph embedding space, as they constitute the nodes233

contributing most to the score of the document. We can show one path (for instance, the234

shortest) between each of the top term nodes and the label node. The paths can then be235

verbalized in natural language. For example, for the label Sport, and a document containing236

the word Stadium, a line from the explanation (i.e. a path on the explanation subgraph)237

would look like this (r/RelatedTo and r/IsA are two relations from ConceptNet):238

The document contains the word “Stadium”, which is related to “Baseball”. “Baseball"239

is a “Sport”.240

Another method of explaining the predictions of the model is to highlight the words (or241

n-grams) that contributed to the classification score in the document. Since every word that242

appear both in the document and the label neighborhood has a similarity score associated to243

it (e.g. the cosine similarity between the word and the label embedding), we can visually244

highlight the words that are relevant to the topic. These two explanation methods are further245

discussed in the Section 5.246

4 Experiments247

In this section, we first describe the datasets which have been used to evaluate our approach248

(Section 4.1). Next, we present experiments to select the best model (Section 4.2). We then249

detail the zero-shot baselines that we compare to our approach (Section 4.3) before discussing250

our results (Section 4.4). Finally, we show how our model can be used to bootstrap the251

training for supervised classifier to achieve significantly better results (Section 4.5).252

4.1 Datasets253

While the premise of our approach is the possibility to perform topic categorization in a254

zero-shot setting, we evaluate it on several datasets from the literature. We identify 4 different255

Topic Categorization datasets with different properties in terms of style (professional news256

sources or user-generated content), size, number of topics, topic distribution and document257

length. We also evaluate our model on a new dataset named AFP News, which provides258

interesting comparison grounds such as multilingualism (available in English and French),259

multi-topical documents and strong imbalance in topics distribution. Table 3 summarizes260

the characteristics of each of these 5 datasets.261

20 Newsgroups [12]: a collection of 18000 user-generated forum posts arranged into 20262

groups seen as topics such as “Baseball", “Space", “Cryptography", and “Middle East".263

AFP News [18]: a dataset containing 125K English and 26K French news articles issued264

by the French News Agency (Agence France Presse). The articles are tagged with one265

or more topics coming from IPTC NewsCode taxonomy4. We consider the first level266

of this taxonomy which corresponds to 17 top-level topics such as “Art, Culture and267

Entertainment", “Environment", or “Lifestyle and Leisure". The label distribution is268

highly unbalanced. Since the data on both the English and French documents come from269

4 http://cv.iptc.org/newscodes/subjectcode/
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the same source and have similar properties, we use this dataset to compare how well our270

method compare on two different languages.271

AG News [10]: a news dataset containing 127600 English news articles from various272

sources. Articles are fairly distributed among 4 categories: “World", “Sports", “Business"273

and “Sci/Tech".274

BBC News [9]: a news dataset from BBC containing 2225 English news articles classified275

in 5 categories: “Politics", “Business", “Entertainment", “Sports" and “Tech".276

Yahoo! Answers Comprehensive Dataset [26]: a dataset containing over 4 million277

questions (title and body) and their answers submitted by users, extracted from the278

Yahoo! Answers website. We construct the evaluation dataset following the procedure279

described in [30] to reproduce its setup for comparison: we select 10K questions from280

each of the top 10 categories on Yahoo! Answers. We split it into 2 categories. The281

first split contains the labels “Health", “Family & Relationships", “Business & Finance",282

“Computers and Internet" and “Society and Culture" whereas the second split contains283

the labels “Entertainment & Music", “Sports", “Science & Mathematics", “Education &284

Reference", and “Politics & Government". The ground-truth topic labels are assigned by285

users.286

In order to determine the filtering criteria as discussed in Section 4.2 without relying on287

any further dataset-specific tuning, we use the BBC News dataset as a development set to288

select the optimal parameters for our model, under the hypothesis that the properties that289

work best for this dataset would work best for others as well. We verify post-hoc that this290

hypothesis holds empirically, i.e., the design choices decided using BBC News turn out to291

deliver the best results on the other datasets as well. The filtering criteria values that gave292

the best results for Threshold, Hard Cut and Soft Cut have empirically been set to T = 0.0,293

N = 20000, P = 50%, respectively.294

The 5 datasets have all been pre-processed using the same procedure: we lowercase295

the text, remove all non-alphabetical symbols and English (or French) stopwords. We296

then tokenize the strings using the space as separator and finally lemmatize the word297

using WordNetLemmatizer5. If the dataset has multiple textual contents (e.g. the Yahoo!298

Questions dataset consists of questions that are made of a title, a question body, and a set299

of answers), we concatenate them to form one “document". In the case of the AFP News300

dataset, each document can be tagged with one label, multiple labels, or no labels. We drop301

all non-tagged documents. To compute accuracy, we consider a prediction to be correct if it302

is among the document labels, and false otherwise. Finally, for the 20 Newsgroups dataset,303

we collapse the categories “comp.os.ms-windows.misc" and “comp.windows.x" into “windows",304

and “comp.sys.mac.hardware" and “comp.sys.ibm.pc.hardware" into “hardware", since they305

have very similar original labels. We do so for the baselines methods as well.306

4.2 Model Selection307

In this section, we evaluate some of the options regarding the neighborhood filtering and308

document scoring mentioned in Section 3. We use the BBC News dataset as a testbed309

for evaluating model selection. We report the results on the other datasets using the best310

parameters found at this stage. We first evaluate the different choices made to generate the311

label neighborhood as discussed in Section 3.1 and reported in Table 1.312

5 http://www.nltk.org/api/nltk.stem.html?highlight=lemmatizer#module-nltk.stem.wordnet
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Filtering method
Relations Depth Keep All Top50% Top20K Thresh

One
N = 1 55.4 54.5 55.4 55.4
N = 2 69.0 65.8 64.8 66.2
N = 3 81.0 81.3 83.5 81.3

Similarity
N = 1 60.8 57.5 60.8 60.8
N = 2 70.3 66.9 66.2 68.0
N = 3 77.9 81.9 83.4 81.9

All
N = 1 68.4 674 68.4 68.4
N = 2 75.2 73.8 78.0 73.9
N = 3 83.6 83.6 84.0 83.6

Table 1 Comparing the different filtering configurations on the BBC News dataset (performance
expressed in Accuracy)

We observe that the most consistent way of improving the results is to use larger313

neighborhoods, as 3-hops neighborhoods systematically outperform the 1 and 2-hops ones.314

Our experiments show that going beyond N = 3 comes at the cost of increasing the315

computation time (mainly the computation of cosine similarity between the label and related316

nodes), while offering only very marginal improvement overall. The filtering method also317

impacts the performance but not as consistently (especially for N = 3). Finally, using all318

the relations generally yields better results than using only a subset of the relations, enough319

to justify the speed trade-off. It is also worth noting that using only the “r/RelatedTo”320

relation yields comparatively good results, which highlights the fact that “common-sense321

word relatedness” as expressed in ConceptNet is a strong signal for topic categorization.322

For the scoring scheme, we evaluate the various methods mentioned in Section 3.2. The323

results are reported in Table 2.

Count Distance Degree Numberbatch GloVe
81.8 77.8 78.1 84.0 81.6

Table 2 Evaluating the scoring schemes on BBC News (performance expressed in Accuracy)

324

We see that using the ConceptNet Numberbatch embeddings gives the best result as325

they can condense the count, distance, degree of the nodes and the linguistic similarity with326

regard to the label into a measure of similarity in the embedding space. Accounting for term327

frequency (counting a word twice in the scoring if it appears twice in the document) in all328

of the scoring schemes did not translate to an improvement on the results. Accounting for329

n-grams, however, seems to slightly improve the results, but they require the availability330

of a corpus to mine such n-grams. Therefore, for the rest of our experiments, we do not331

account for n-grams. For the rest of our experiments, we keep the following configuration:332

(’All relations’, N = 3, ’Top20K’, ’Numberbatch scoring’). We use ConceptNet v5.7 and333

Numberbatch embeddings v19.08.334

4.3 Baselines335

We propose 3 baseline systems:336
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23:10 Explainable Zero-Shot Topic Extraction

Dataset BBC News AG News 20 Newsgroups AFP News (FR) YQA-v0 YQA-v1
# topics 5 4 20 17 5 5
# docs 2225 127600 18000 125516 50000 50000

doc/topic std 54.3 22.4 56.7 13682.7 0.0 0.0
Avg.words/doc 390 40 122 242 43 44

EN 26.1 26.7 53.5 60.0 51.8 36.2
GWA 40.2 63.9 36.7 32.8 49.9 43.4

Entail [30] 71.1 64.0 45.8 61.8 52.0 49.3
ZeSTE 84.0 72.0 63.0 80.9 (78.2) 60.3 58.4

Supervised 96.4 95.5 88.5 72.6 80.6
Method [19] [29] [28] [30]

Table 3 Performance on five Topic Categorization datasets (Accuracy)

Entail: this model is provided by HuggingFace6 [30]. We use bart-large-mnli as337

our backend Transformer model which can also be tested at https://huggingface.co/338

zero-shot/.339

GloVe Weighted Average (GWA) inspired by [1]: we average the 300-d GloVe embeddings340

vectors for every word in the document, and use the cosine similarity between the341

document embedding and the GloVe label embedding as a score to classify the document.342

For multi-worded labels (e.g. “Middle East"), we use the average vector of all the label343

components as the label embedding.344

Embedding Neighborhood (EN): for each label, we select the 20k closest words in the345

embedding space. We score each document by adding up the cosine similarity between346

the GloVe embedding of every word in the document that appears in the “embedding347

neighborhood” and the GloVe embedding of the label. In other words, we substitute the348

explicit graph connections in ConceptNet with the closeness in the GloVe embedding349

space. This baseline reflects the ability of generic embeddings to encode the topicality of350

words based only on the similarity in the embedding space.351

4.4 Zero-Shot Results352

We provide the results obtained by evaluating our method against the baselines on the 5353

datasets (BBC News, AG News, 20 Newsgroups, AFP News and YQA) in Table 3. Our354

method surpasses both GloVe baselines with a significant margin in accuracy on all datasets.355

GWA shows that the generic word embeddings poorly encode the topicality of words, as it356

is based solely on the similarity scores between the document content and the label world357

embedding. The low results with EN show that filtering based only on the embedding space358

(instead of the graph) is insufficient since the rarely-used words tend to clutter the embedding359

neighborhood. ZeSTE significantly outperforms Entail, despite the fact that the later relies360

on a large corpus pre-training and textual entailment task fine-tuning.361

The confusion matrices for each datasets (Figure 2) indicate that our method performs362

more poorly on datasets where there is a lot of topical overlap between the different labels.363

For example, on 20 Newsgroups, “alt.atheism", “soc.religion.christian", “talk.religion.misc"364

have a lot of overlapping vocabulary, leading to most documents under “alt.atheism" to365

6 We are using the implementation provided at https://github.com/katanaml/sample-apps/tree/
master/01

MeMAD – Methods for Managing Audiovisual Data
Deliverable 3.3

154



I. Harrando and R. Troncy 23:11

fall into either other options. If we collapse all three labels into one (e.g. “religion"), the366

performance improves from 63.0% to 68.9%. We also observe on the AFP News dataset367

that “politics" intersects with “unrest, conflict, war" and “business, finance". The lack of368

a diameter pattern in AFP’s confusion matrix is due to the high imbalance in the labels,369

which hurts the precision of the model. It is also worth mentioning how the method works370

seamlessly for other languages, as demonstrated on the French AFP News dataset, which371

sees a slight drop of accuracy from 80.9% on English to 78.2% accuracy on French. This372

shows a great potential for multilingual applicability as ConceptNet supports 78 languages.373
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Figure 2 Confusion Matrices for the 4 news datasets

Our method is clearly outperformed by the fully supervised methods. While the drop in374

performance is significant for some datasets, it is to be observed that the supervised methods375

not only rely on the availability of labeled training data, but usually also require expensive376

pre-training on more data. For instance, [29] use XLNet, an autoregressive Transformer that377

has been pre-trained on 120 GB of text. We consider that this absolute loss of accuracy378

performance is counter-balanced by the applicability in a zero-shot setting as well as the379

explainability of the model’s decision.380
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Finally, we note that the choice of the initial label can be critical for the functioning381

of this method. While we stayed true to the original labels in the experiments (with an382

exception for the label “World" that was replaced with “news, politics" in the AG News383

dataset), we are aware of the possibility of obtaining even better results by changing a label384

to a more fitting one or including more keywords into it.385

4.5 Few-Shots Setup386

For each dataset, we compare our model to a more realistic use-case. We create a 80-20387

training/test split if one is not already provided, and we randomly sample n examples from388

each category to create a training set for our supervised classifier. Among the classifiers389

considered, we find uncased BERT (BertForSequenceClassification) to perform the best. We390

grow n in increments of 10 until we achieve an empirical accuracy score on the test set that391

surpasses our approach in the zero-shot setting. We report N = n ∗ |labels| the number of392

documents that need to be annotated in Table 4. We also observe that increasing the number393

of documents does not always improve the test set accuracy.394

Dataset BBC News AG News 20 Newsgroups AFP News
N 300 240 2160 8500

Table 4 The required number of documents needed to achieve zero-shot best performance

4.6 Bootstrapping a Supervised Classifier395

One of the potential usage of zero-shot classification is to provide “automatic labeling” for396

unlabeled documents to a traditional supervised classifier. In other words, we use ZeSTE to397

annotate a portion of each dataset, and we feed these annotated examples to a state-of-the-art398

text classifier.399

We first define the confidence of the classification as the normalized score for each label,400

i.e. divided by the sum of all candidate labels scores. In Figure 3, which shows the error401

distribution with respect to the classification confidence, we see that it correlates well with402

whether the label is correct or not. Therefore, we can use it as a signal to pick samples to403

use to bootstrap our classifier. We train the same few-shots model from 4.5 on the best 60%404

examples of our training data, i.e. we drop 40% of the training examples on which ZeSTE is405

least confident. We report on the results in Table 5 (the results for ZeSTE row correspond406

to the performance on the test-set only, not the entire dataset as in Table 3). We can clearly407

see how the bootstrapping process helps the classifier achieving significantly better results on408

all tested datasets, all without requiring any human annotation. It is worth mentioning that409

for this application, the BERT-based classifier training was not thoroughly fine-tuned, which410

means that even better results can be achieved using the same automatic labeling setup.411

Figure 3 The prediction error distribution along the normalized confidence scores
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Dataset BBC News AG News 20 Newsgroups AFP News
ZeSTE 80.6 71.0 61.6 73.8

ZeSTE + BERT 94.3 84.2 70.1 83.0
Table 5 The accuracy of ZeSTE and used as bootstrapped model (using the generated predictions

as training data) on the test split of each dataset

5 Online Demo412

To demonstrate our method, we developed a web application which allows users to create413

their own topic classifier in real time. The user inputs the text to classify either by typing414

it into the designated textbox or by providing the URI of a web document that we scrape415

for extracting the content using Trafilatura7. The user is then prompted to either choose416

one of the pre-defined sets of labels (e.g. 20NG or IPTC used to evaluate the AFP dataset),417

or to provide her own set of label candidates. Once the user clicks on the "Predict the418

Topics" button, the server computes and caches the label neighborhood if it is the first time419

it encounters the label, otherwise it loads it from the cache for near real-time topic inference.420

Once the document is pre-processed and the label neighborhood generated, the server sends421

back its predictions (as confidence scores for each label candidate), and an explanation for422

each topic based on the common-sense connections between the document content and the423

label is provided (Figure 4, right panel). We only sample one path between document terms424

and the label, when in reality there could be many, in order to have a usable UI. In the future,425

we aim to depict the explanation as a subgraph of ConceptNet which shows all the relevant426

terms and their connections in the label neighborhood. We also highlight the relevant words427

in the input text (based on their score). While the demo works only for textual document428

written in English, we expect to support other languages in the future. The user interface429

makes use of the ZeSTE API which we also expose for others to be easily integrated.430

Figure 4 ZeSTE’s User Interface deployed at https://zeste.tools.eurecom.fr/

7 https://pypi.org/project/trafilatura/
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23:14 Explainable Zero-Shot Topic Extraction

6 Conclusion and Future Work431

In this work, we present ZeSTE, a novel method for zero-shot topic categorization that432

achieves competitive performance for this task, outperforming solid baselines and previous433

works while not requiring any labeled data. Our method also provides explainable predictions434

using the common-sense knowledge contained in ConceptNet. We demonstrate that ZeSTE435

can help to bootstrap a supervised classifier, achieving high accuracy on all datasets without436

requiring human supervision. The code to reproduce our approach and replicate our results437

is available at https://github.com/D2KLab/ZeSTE.438

As an extension to this work, we consider an adaptation of the approach to other NLP439

tasks such as multi-class topic categorization, query expansion and keyphrase extraction. To440

further improve the approach, an analysis on how to partition the topic neighborhoods and441

minimise overlap is also envisaged. Finally, studying how to automatically pick better topic442

labels based on measures such as Mutual Information and Graph Centrality is to follow.443
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B.10 EURECOM’s SEMANTICS 2021 submission

This paper describes the exploratory search engine developed by EURECOM and submitted at
SEMANTICS 2021.
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KG Explorer: a Customisable Exploration Tool
for Knowledge Graphs

Thibault Ehrhart1, Pasquale Lisena1[0000−0003−3094−5585], and Raphaël
Troncy1[0000−0003−0457−1436]

EURECOM, Sophia Antipolis, France
{ehrhart,lisena,troncy}@eurecom.fr

Abstract. The growing adoption of Knowledge Graphs demands new
applications which enable users to search and browse structured data in
a suitable way depending on the domain and application area. In this
paper, we introduce KG Explorer, a web-based exploratory search engine
for RDF-based Knowledge Graphs. The software can be configured in
order to adapt to different information domains, customising both the
UI components and the queries made for retrieving the information. The
software also includes other features such as the ability to perform full-
text search as well as facet-based advanced search in the data, and the
possibility to create lists of favourites items modelled in the knowledge
graph.

Keywords: knowledge graphs, data exploration, data access, search in-
terface.

1 Introduction

Knowledge Graphs (KG) are more and more adopted for representing the infor-
mation: today we can find several graphs, small and large, which may represent
encyclopedic-general or domain-specific information. Their still growing popu-
larity is due to an interesting set of characteristics, such as explicit semantic,
interlinking with external resources, and a great expressiveness coming from
Semantic Web technologies. KGs offer structured data that empower semantic
search and QA systems among many other posssible applications.

More recently, we see the interest in creating beautiful visualisation of KG-
powered search results. An example is the use of Knowledge Panels on Search
Engines, which are currently moving from simply displaying key-value tuples to
integrate images and text for presenting the information nicely (Fig. 1).

Knoweldge Graphs can be stored in dedicated triple store. Those, generally
offer – next to the essential SPARQL endpoint – a browsing user interface (UI),
which allows an end-user to see the loaded data on a web page. For example,
the facet browser of Virtuoso1 shows all incoming and outgoing predicates for a
given resource with the respective values2. When the value represents a picture,

1 http://vos.openlinksw.com/
2 Example from DBpedia: https://dbpedia.org/describe/?uri=http://dbpedia.

org/resource/Antonio_Vivaldi
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Fig. 1. The Knowledge Panel for the search keyword ”Goat” in Google (left) and Bing
(right), when configured with Country = USA and language = EN. Screenshot taken
on 19/03/2021

the image is retrieved and displayed in the page. All entity nodes and edges
are clickable, so that the user can navigate through the graph in a follow-your-
nose approach. Other relevant features are plain text search (/fct on Virtuoso),
a query helper (YASGUI3), dereferencing service for linked data URI, or rich
visualization of results (like in Wikidata4).

However, these systems fall short when it is necessary to go beyond the simple
visualisation of text and images and:

– embrace different media objects, such as video, audio, 3D graphics;
– propose new navigation paradigms, such as related items or recommenda-

tions for the next element;
– improve the search and exploration experience based on the domain peculiar-

ities, filtering the results based on time ranges, geographic areas, or values
form hierarchical thesauri. Moreover, the connection of the searched object
and the value to filter can consist of a single direct property, a property path,
or even a more complex query.

In order to provide a generic solution to these limitations, we introduce KG
Explorer, a fully-customisable web application which serve as exploratory search

3 https://triply.cc/docs/yasgui-api
4 See for example https://www.wikidata.org/wiki/Q2934
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engine [13] for Knowledge Graphs. KG Explorer offer alternative ways for navi-
gating in a graph, enabling users to search and to follow links, to discover new
information by exploiting the semantic proximity of entities.

The remaining of this paper is organised as follows. The related work is
discussed in Section 2. We detail some requirements in Section 3. Section 4 de-
scribes the capabilities and functionalities of KG Explorer, while the architecture
of the tool is explained in Section 5. A preliminary evaluation is carried on in
Section 6. Finally, we conclude and outline some future work in Section 7.

2 Related Work

The VOILA workshop series5 has attracted a large number of specialized tools
enabling to visualize linked data. An extensive survey of facet search has been
published in [17]. This work has the merit of defining the basic concepts for the
exploratory approach, namely the extension (the displayed results), the intension
(the satisfied query) and the transition markers, clickable elements for triggering
a transition (a new query). In addition, the work point out the possible kind of
configuration of the tool, from the absence of any configuration requirement to
the exact content to be displayed (view-based configuration).

Faceted Wikipedia Search [5] is a facet search tool based on DBpedia. The
transition markers are sorted and displayed based on their frequency with re-
spect to the number of results, in order to help the user in refining her/his query
in successive iterations. Other provided features are free text search and range
selection for datatype values. A similar interaction is implemented in GraFa
[12], which refines the facet list after selecting the text keyword to search or the
desired entity type. The involved schemas are indexed in order to have quick re-
sponse, applying in addition a materialisation for the query returning the bigger
number of results. These solutions are, however, based on statistics computed
on properties, and do not take into account the domain specificity. In fact, the
chosen facets are not always relevant nor useful for the search experience. The
Metaphacts ecosystem6 includes an extension for building customisable apps on
top of Linked Data.

FERASAT [7] shows the results obtained through combination of facet val-
ues in different visualisation components (maps, charts, etc.), in order to make
evident the surprising results. This application targets a public of data experts
but it would be quite complex for a broader audience. LDVizWiz [1] provides
aggregate visualisations for entities of specific types in a KG, such as events
which can be displayed on maps, timelines and tables. Loupe [11] displays the
ontology classes and properties frequently used in tabular format, allowing the
user to see how they are normally combined in the triples. These works show
exclusively aggregate results, without enabling any customisation depending on
the investigated domain.

5 http://voila.visualdataweb.org/
6 https://metaphacts.com/
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In Overture [9], the visualisation of entity data is extended with custom
components, showing a timeline of relevant events and the most similar entities
from on a knowledge-based recommender system. In the WarSampo portal [8]
(about Finnish history in World War II), different tabs allows to switch between
a tabular visualisation of data, a timeline and a map, and a photo gallery7. The
resource page of Genesis [4] includes entity textual data, images and videos, as
well as a selection of similar and related entities with their own depictions. These
examples are ad-hoc developed tools, hard to adapt to new domains.

The Fresnel vocabulary [14] has been proposed for closing the gap between
data and presentation, enabling to define content subsets and formats matched
with CSS classes. Similarly, custom views are used for driving the visualisation
in [2,16,3]. However, these approaches do not propose solutions to data search.

3 Different Scenarios But Shared Needs

Different users may take advantage from data inside specialised Knowledge
Graphs, each one with their own needs and goals. We identified the following
shared needs:

– to understand what is in the dataset, and in particular the main resource
types (classes) and how they are connected to each other;

– to search for specific resource which satisfy some domain-relevant criteria;
– to obtain detailed information about a particular resource, including multi-

media data and smart aggregations using timelines, maps and plots.

These need are highly impacted by the kind of user, which can fall in one of
the following scenarios:

– domain experts have great interest in the subject, are used to the domain
vocabulary and know what they search with precision. They need advanced
search capabilities, allowing them to filter the results by several dimensions.
The information needs to be complete.

– the wide public is rather moved by the curiosity of discovering something
new, sometimes having only general or null knowledge about the domain.
They need to easily browse the data collection and possibly reach relevant
information already after the first click. Some strategies are needed to make
them continue the exploration, for example follow-your-nose approaches or
the recommendation of similar or related items. The engagement is crucial
for their experience.

– external stakeholders need to know which relevant information is possible to
find in the data and how to easily access it.

We argue that an exploratory search engine [13] enables to fulfil the described
needs while being flexible enough to targeting the different personas. In addition,
the application should have a proper user interface (UI), which reflect the domain

7 Example: https://www.sotasampo.fi/en/persons/person_61
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specificity and the institution identity. In the same time, this can improve the
final user engagement. Further requirements are the selection of the language
for KGs including multi-lingual contents and an authentication method for data
that are not public.

4 KG Explorer Functionalities

Having defined the expected requirements, we are going to detail in this section
the features implemented in KG Explorer: a facet-based advanced search engine,
dedicated editorial pages for controlled vocabularies represented in SKOS and
generally used in the knowledge graph, a customised detailed page for the main
entities represented in the knowledge graph, the possibility for users to log in
and to create personalized lists of favourites or saved items. The software can be
configured to adapt to different information domains, changing not only its as-
pect but also the queries for retrieving the data to display. KG Explorer is open
source under Apache License 2.0 at https://github.com/D2KLab/explorer. In
order to explain the software capabilities, we will refer to three in-use applica-
tions of KG Explorer. These examples use data coming from different domains
(cultural heritage, television and news), each of them with proper customisation.
The links to the applications and the source code are collected in Table 1.

ontologies #entities links

ADASilk - domain: silk heritage

CIDOC-CRM
CRMsci

675,112
Source code: https://git.io/adasilk
Application: https://ada.silknow.org/

MeMAD Explorer - domain: TV and Radio programmes

EBUcore 1,079,969
Source code: https://git.io/memad-explorer
Application: https://explorer.memad.eu/

ASRAEL Search Engine - domain: news and events

OpenAnnotation
rNews
schema,org

968,602
Source code: http://bit.ly/asrael-se
Application: http://asrael.eurecom.fr/search-engine

Table 1. In-use instances of KG Explorer (including ASRAEL Search Engine which is
a fork of the main tool).

4.1 A standardised experience

KG Explorer offers a user experience based of four different kind of pages. The
landing page contains a search box which allows the user to perform a free
text search on entities modeled in the Knowledge Graph. When the user enters
a search term, the exploratory search engine executes a SPARQL query with a
REGEX filter in order to select all items that have a label or a title that partially
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Fig. 2. The browse page in ADASilk.

matches the search terms. The search query algorithm can also be changed in
the configuration file to cover all datatype properties of the graph. The results
are shown in an auto-complete box.

The browse page (Fig. 2) contains a faceted search engine which allows
users to perform an advanced search for the main entities of the Knowledge
Graph. The sidebar on the left side contains facets (or filters). Each facet gen-
erates an extra condition to the main SPARQL query used for searching.

In addition to a textual search box, the exploratory search engine provides
shortcuts to so-called vocabulary pages, which show all terms belonging to
a particular thesaurus – e.g. a ConceptScheme in the SKOS namespace. These
vocabularies are defined in the configuration file, and are usually materialised as
concepts in the Knowledge Graphs. Clicking on a vocabulary term will typically
bring the user to a pre-filtered browse page, in order to see the related items in
the knowledge graph.

Finally, the detail page shows all the information related to a single entity.
There are currently 3 layouts available for detail pages: collection (grid-based list
of items), gallery (carousel of images), and video (media player, as in Fig. 3).
Custom pages can be added by creating new JavaScript files in the pages/

directory, and exporting the class as a React component. Each page is automat-
ically included in the build and associated with a route based on its file name.
New layouts can also be added to the project, by creating a new file in the
pages/details/ directory, and referring to its name in the view property in the
configuration file. This is being used for developing the video player view in the
MeMAD Explorer, handling also authentication to the media server.
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Fig. 3. The detail page in MeMAD Explorer, with the video player view.

4.2 User profiles

KG Explorer includes an authentication system which allows users to create an
account, log in and have access to additional features. The OAuth authentication
method is used for creating a new profile and for any successive login, relying
on signing-in via Google, Facebook, and Twitter. Once logged in, users have the
possibility to create named lists for storing searched items. A ”save” button is
present on each detail page, allowing to add the current page to an existing list
or to create a new one. Lists can be retrieved in the profile page of the user, from
where they can also be made public and shared with anyone using a permalink.
Moreover, from the profile page it is possible to link or unlink additional OAuth
accounts, as well as manage the existing lists or even delete entirely the user
profile.

4.3 Generic tool, custom configuration

Each domain and KG has its own characteristic. KG explorer is capable of work-
ing on top of any RDF-based Knowledge Graph, by configuring an instance of
it using a JavaScript file (config.js). The configuration allows to define a wide
set of options, such as the chosen SPARQL endpoint, the supported language
for internationalisation, and some layout-related settings – i.e. which images to
use, which components to show or hide, etc.
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{

objects: {

view: 'browse', // type of view ('browse' or 'vocabulary')

showInNavbar: true,

rdfType: 'http://erlangen-crm.org/current/E22_Man-Made_Object',

uriBase: 'http://data.silknow.org/object',

details: { view: 'gallery' },

filters: [{ // set of filters to appear in the advanced search

id: 'material', // material filter

isMulti: true, // 1 or more values can be selected

isSortable: true,

vocabulary: 'material', // values taken from a vocabulary

whereFunc: () => [ // added to the base query when filtering

'?production ecrm:P126_employed ?material',

`OPTIONAL {

?broaderMat (skos:member|skos:narrower)* ?material }`

],

filterFunc: (values) => { // add to base query when filtering

return [values.map((val) =>

`?material = <${val}> || ?broaderMaterial = <${val}>`)

.join(' || ')];}

}],

baseWhere: [

'GRAPH ?g { ?id a ecrm:E22_Man-Made_Object }',

'?production ecrm:P108_has_produced ?id',

],

query: { // base query

'@graph': [{

'@type': 'http://erlangen-crm.org/.../E22_Man-Made_Object',

'@id': '?id',

'@graph': '?g',

label: '$rdfs:label',

identifier: '$dc:identifier',

description: '$ecrm:P3_has_note',

}],

$where: ['GRAPH ?g { ?id a ecrm:E22_Man-Made_Object }']

}

}

}

Listing 1: Partial definition of the ‘Objects’ route in ADASilk, with the optional
filter by material
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Of particular interest is the possibility of defining the pages that compose
application, through the route field of the configuration file. The example in
Listing 18 shows the available options, which include the choice between browse
or vocabulary page, the page URI, the applied JSON query for listing the results
(following the SPARQL Transformer syntax, as described in Section 5).

In browse pages, the filters property can contain a list of available fields
for the advanced search, detailing also which changes are applied to the query
when filters are applied. The list of available values can be loaded with a query
(defined or made globally available as vocabulary). The main query condition
is defined with the baseWhere property, with the minimal amount of triples
required in order to improve performances. Once the list of results has been
fetched, a second query is made to get the details of each result. This query is
defined within the query property. The labels for the internationalisation are
collected in specific JSON files to include in the project directory.

The front-end also supports custom styles which can be defined in a theme.js
file. This allows to further customise the appearance of the user interface. It is
possible to choose the global font set and a custom colour palette. Moreover,
specific components can also be customised, by using the name of component
and defining CSS rules following the styled-components syntax. Finally, adding
custom pages and view (Section 4.1) enable the developer to include new visu-
alisation components. Examples are maps and 3D visualisation in ADASilk.

5 Architecture

Fig. 4 shows an overview of the architecture and the technologies used in KG
Explorer. KG Explorer is developed in a containerised approach, imple-
mented within the Docker framework9: thanks to the use of independent and
self-sufficient containers, Docker enables the deployment of this architecture on
any machine, automatically installing and running the required software. This
approach also allows to easily extend and deploy new instances of the applica-
tion from the base image, including custom configuration and assets, as has been
done in the instances in Table 1.

The web application is composed of several web technologies. The font-end
is produced using React, a JavaScript library for building user interfaces10. It
uses encapsulated components that manage their own state to help maximise
code re-usability. The framework Next.js11 is used for server-side rendering and
page-based routing. It relies on a file-based structure for pages routing, where
each page has its own file which is stored in the src/pages directory. Addi-
tionally, special routes are dedicated to serve APIs, used on the server-side for

8 The code is extracted from the ADASilk configuration and is fully available at https:
//github.com/silknow/adasilk/blob/main/config/routes/object.js

9 https://www.docker.com/
10 https://reactjs.org/
11 https://nextjs.org/
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Fig. 4. Architecture of KG Explorer

handling authentication, fetching profile data, and searching for items. The li-
brary styled-components12 is used for styling React components using scoped
CSS (Cascading Style Sheet). It relies on tagged template literals to inject CSS
code inside pre-defined components. Other used frameworks are i18next13 for
the internationalisation and next-auth14 for OAuth authentication.

KG Explorer makes requests to a Knowledge Graph through its exposed
SPARQL endpoint. In order to easily include and manipulate queries in JavaScript,
those are written in the JSON query syntax proposed by SPARQL Trans-
former [10]. The SPARQL Transformer library makes it easy to define queries
using JavaScript objects (called JSON queries) which can be edited and merged
to create the final query. For instance, each filter from the faceted search appends
its own conditions to the base query, as seen in Section 4.3. Looking again at
Listing 1, when a filter is applied, the base query is modified applying new WHERE

and FILTER expressions, respectively defined in whereFunc and filterFunc. The
use of JSON queries makes it possible to simply append this expression in the
$where and $filter properties of SPARQL Transformer, and avoids a much
more complex manipulation of text which the use of plain SPARQL queries would
require. SPARQL Transformer also rewrites the output of SPARQL queries in
a more suitable format for web development. In particular, SPARQL results
composed of bindings between variables and solutions are transformed into self-
contained JSON objects, including all the information about the entities, getting
rid of some verbosity of the standard notation. Queries results are processed and
cached into a Redis database15 in order to improve performances. The results
are stored as a JSON string, and the original query is used as the key for retriev-
ing the cached result. User profiles and lists are instead saved in a MongoDB
document-based database16.

12 https://styled-components.com/
13 https://www.i18next.com/
14 https://next-auth.js.org/
15 https://redis.io/
16 https://www.mongodb.com/
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6 Preliminary Evaluation

Preliminary evaluations of KG Explorer were conducted as part of the SIL-
KNOW project and reported in [15]. The application has been used by 216
users, reflecting different audience, domain and technical skills (Table 2). The
users were asked to perform a number of search activities and to comment on
the results reflecting both the intrinsic quality of the knowledge graph which is
hard to isolated and the ability of searching for specific items and of browsing
and discovering new items.

Domain English French Spanish Italian Total

Cultural Heritage 0 0 14 14 28

Education related to social science 1 0 6 4 10

Information and communication technology 1 17 42 67 126

Textile or creative industry 0 1 1 1 3

Tourism 0 1 0 2 3

Media 0 2 2 3 7

Other 0 2 15 22 39

216

Table 2. Target audience used during the evaluation of ADASilk.

During the evaluation phase, each user session has also been recorded, after
consent, so that it could be analyzed later. To do this, the rrweb17 library is
implemented into the UI in order to record and then replay each interaction with
the interface. The recorded sessions are saved as JSON objects in a database.
At the end of the evaluation, the sessions were exported as MP4 videos using
rrvideo.18 We report below the most common issues and what users perceive as
anomalous behaviour.

From the analysis of all the tests conducted through ADASilk, a commonly
encountered issue is related to the text search functionality. While offering free
text search was found to be an essential feature, it also raises some expectations
that the search query will be somehow interpreted. Users are familiar with Google
which interprets and disambiguates search queries while offering personalized
answers. In contrast, KG Explorer offers either a naive text search that aims to
match resources for which the search terms can be encountered in a datatype
property value or a concept search which can lookup and auto-complete concepts
from controlled vocabularies typicaly used in facets. Often, users have entered
simple search strings expecting that their translations in other languages will
bring the same result set.

The relevance of the search results was also pointed out as an issue during the
evaluation, in particular, by domain experts. The sole SPARQL query language

17 https://github.com/rrweb-io/rrweb
18 https://github.com/rrweb-io/rrvideo
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offers only the possibility of returning a set of exact solutions to a query without
natural ways of ranking the resources within this set nor with the possibility to
consider partially related resources. The numerous methods enabling to build
knowledge graph embeddings are promising to bring this notion of relevance,
e.g., in measuring the distance between each document. We observe that some
triple stores, such as GraphDB19, have started to provide native support for
semantic similarity searches.

7 Conclusion and Future Work

KG Explorer provides a domain-specific user experience for exploring the infor-
mation contained in a Knowledge Graph. The software can be easily customised
and adapted in the UI and in the content, defining the queries for retrieving
the data, the facets to be used, and the relevant vocabularies. KG Explorer is
already used in real-world applications, in particular as wide-public entry-point
for Knowledge Graphs of research projects. In this context, a user evaluation
is currently being carried out where the goal is to measure the usability of the
application in the fulfilment of common tasks, identified by domain experts. The
outcome of this evaluation will be used for further improving the application.

Future developments will also involve new functionalities such as having cus-
tom facet selectors for datatypes, for example ranges for numbers and dates.
Finally, we would like to exploit the vocabularies in order to provide a smart
text search field, going beyond the simple exact match on text: this can be im-
plemented by recognising terms defined in vocabularies and attaching them to
the most appropriate property in the generated query, in a query interpretation
behaviour. In this field, previous research has proved the suitability of embed-
ding techniques for representing a query, in order to get more relevant results
[6,18].
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B.11 Aalto’s TSD 2021 submission

This paper describes the Aalto’s spoken NER models submitted to TSD 2021.
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Abstract. Named entities are heavily used in the field of spoken language under-
standing, which uses speech as an input. The standard way of doing named entity
recognition from speech involves a pipeline of two systems, where first the au-
tomatic speech recognition system generates the transcripts, and then the named
entity recognition system produces the named entity tags from the transcripts. In
such cases, automatic speech recognition and named entity recognition systems
are trained independently, resulting in the automatic speech recognition branch
not being optimized for named entity recognition and vice versa. In this paper,
we propose two attention-based approaches for extracting named entities from
speech in an end-to-end manner, that show promising results. We compare both
attention-based approaches on Finnish, Swedish, and English data sets, underlin-
ing their strengths and weaknesses.

Keywords: Named entity recognition, Automatic speech recognition, End-to-
end, Encoder-decoder

1 Introduction

Named entity recognition (NER) is one of the main natural language processing (NLP)
tasks. The goal of this task is to find entities and classify them into predefined cate-
gories. These categories can vary depending on the application area, but the most com-
mon ones include person, location, organization, and date.

Named entities are heavily used in spoken language understanding (SLU) [3] [15]
[9], where the goal is to understand what has been spoken. For example, SLU is an
essential part of personal assistants in home automation and smartphone devices. These
personal assistants usually take speech as input, in which case the named entities need
to be recognized from spoken data.

Doing NER from speech imposes several challenges for the system. There are far
fewer annotated training data for spoken language than for textual data. The speech can
be informal, not following the conventional syntax of the language, which can cause
difficulties in detecting the entities. The generated transcripts from an automatic speech
recognition (ASR) system usually do not contain capitalization and punctuation, which
can cause the system to miss the entities.

The most common approach for doing named entity recognition from speech is
through a pipeline approach. In this approach, the ASR system generates transcripts,
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and the NER system detects the entities in those transcripts. The output of the ASR
system is usually lower-cased and noisy, in the sense that the word order can be mixed,
words might be missing or misspelled, etc. When developing a NER system for speech
data, these factors need to be taken into account.

It is possible to try to restore the capitalization and the punctuation from the tran-
scribed speech as explored in [6]. A maximum entropy model was used for NER on
transcripts generated by a speech recognition system for Chinese, utilizing n-best lists
[22]. These approaches improve the performance of the system on noisy speech data
but they are still sensitive to the speech recognition output and error propagation. To
deal with that, an end-to-end (E2E) approach was proposed that directly extracts named
entities from French speech [5]. The authors used an architecture similar to the Deep
Speech 2 [1], which was trained using the CTC algorithm [7]. A similar approach of
E2E named entity recognition using the Deep Speech 2 architecture for the English
language was explored in [21]. This is different from our proposed models, which use
either attention-based encoder-decoder (AED) or a hybrid CTC/AED architecture.

In this paper, we propose two approaches for doing E2E NER from speech. To the
best of our knowledge, this is the first attempt at NER using AED architecture in an E2E
manner. The first approach is called augmented labels (AL) and it is either a standard
AED or a hybrid CTC/AED architecture, where the transcripts are augmented with
named entity tags during training. The second is a multi-task (MT) approach, where
there are two decoder branches. One branch for doing automatic speech recognition
and another one for doing named entity recognition.

2 Data

In our experiments, we used four data sets for three different languages: Finnish, Swedish,
and English.

For the Finnish experiments, we used the Finnish parliament data set [14], consist-
ing of about 1500 hours of recordings from the Finnish parliament. Since we do not
have true named entity labels for this data set, we used a separate NER system to an-
notate it. The NER system is a bidirectional LSTM (BLSTM) neural network [8] with
a Conditional random field (CRF) [11] layer on top, that utilizes morph, character and
word embeddings. The architecture is explained in more detail in [17]. The number of
tokens and named entity tags in the data set are presented in Table 1.

Table 1. Data distribution for the Finnish parliament data set.

Parameters Count
Audio length 1500 h
Total tokens 7.3 M
Unique tokens 337423
PER tags 44984
LOC tags 73860
ORG tags 65463
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For the Swedish experiments, we used the Sprakbanken corpus, which is a public
domain corpus hosted by the National Library of Norway. It consists of 259 hours of
recordings. Since the corpus does not contain ground truth named entities, we used the
Swedish BERT model [13] to obtain the annotations. The number of tokens and named
entity tags are presented in Table 2.

Table 2. Data distribution for the Swedish data set.

Parameters Count
Audio length 259 h
Total tokens 1.4 M
Unique tokens 69310
PER tags 23258
LOC tags 7585
ORG tags 2231

Even though the goal of this paper is mainly focused on low-resource languages like
Finnish and Swedish, we additionally wanted to verify the performance of the models
on a well-known language, like English.

For the English experiments, we used the whole LibriSpeech data set [16], consist-
ing of about 1000 hours of recordings. The named entities for this data set were obtained
using the large uncased BERT model [4], fine-tuned on the CoNLL 2003 data set [18],
which we lower-cased before training. For testing the model with gold-standard named
entity tags, we used a data set which is a subset of a combination of multiple speech
recognition data sets, such as CommonVoice, LibriSpeech, and Voxforge. We will call
this data set English-Gold. The data set is annotated and provided by [21]. The number
of tokens and named entity tags in the English data sets are presented in Table 3.

Table 3. Data distribution for the English LibriSpeech and English-Gold data sets.

Parameters LibriSpeech English-Gold
Audio length 1000 h 148 h
Total tokens 9.6 M 1.3 M
Unique tokens 87600 41379
PER tags 194172 50552
LOC tags 66618 23976
ORG tags 11415 5025

3 Methods

To do E2E named entity recognition from spoken data, we will explore two approaches.
In the first approach, we will build an attention-based encoder-decoder model for ASR
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by augmenting the labels with NER tags. In the second approach, we will explore multi-
task learning where the model simultaneously learns to transcribe speech and annotate
it with named entity tags. Additionally, for the English and Swedish experiments, we
utilize the CTC loss, as explored in [20].

Generally, the E2E ASR models can benefit from an external language model [19]
but in our experiments we exclude it. The reason for that is because the augmented
labels approach produces an output where each word is followed by a named entity
tag. In such a case, adding an external language model trained on text will not benefit
us. On the other hand, the baseline ASR models can benefit from an external language
model but the goal of this paper is to explore an alternative way of doing named entity
recognition from speech, as opposed to the standard pipeline approach.

3.1 Pipeline NER Systems

To see how our proposed models perform in comparison to the pipeline approach, where
an ASR system generates the transcripts and then a NER system annotates them, we
trained BLSTM-CRF models for each of the data sets. The architecture of these models
is identical to the NER branch in the multi-task approach, described later in the paper.
The models are trained on the original transcripts for each of the data sets. Since the
English-Gold data set is small, we used the LibriSpeech model to initialize the weights
and then fine-tune it on that particular data.

3.2 Baseline ASR System

The baseline ASR architecture is the same as the augmented labels approach, which is
explained later in the paper. The only difference is that for the training of the baseline
models, we used the original transcripts, whereas for the augmented labels approach we
used the original transcripts augmented with named entity tags. We choose the archi-
tectures to be identical so that we can give a fair comparison between them.

3.3 Augmented Labels Approach

For this approach, we developed an attention-based encoder-decoder architecture that
takes audio features as input and produces transcripts with named entity tags. Let
X = (x1, x2, ..., xT ) be the audio features, where each feature is represented as xi
and i is the order of the feature. Additionally, we define the output character set Y =
(y1, y2, ..., yT ), where y consists of all the characters plus the special tokens: <UNK>,
<sos>, <eos>, O, PER, LOC, and ORG . The goal is to model the conditional proba-
bility:

P (Y |X) =
∏

i

P (yi|Y<i, X) (1)

In simpler terms, it predicts the i-th output character, given the previous characters and
the input features X . It does this using an encoder and a decoder.
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The encoder is a BLSTM neural network, that uses audio features as input and
compresses them in a single hidden representation. This hidden representation is used
to initialize the decoder.

The decoder is an LSTM neural network that takes the hidden vector, produced by
the encoder and generates the transcripts using an attention mechanism. As an attention
mechanism, we used Luong attention [12]. The scoring function for the attention is
hybrid + location-aware, as described in [2]. It is defined as:

score(henc, hdec) = v ∗ tanh(W e ∗ henc +W d ∗ hdec +W c ∗ conv + b) (2)

where, henc and hdec are the hidden states of the encoder and the decoder, tanh is a
hyperbolic tangent non-linearity, v and b are learnable weights, together with the W
matrices. The location-aware element conv is a convolution defined as:

conv = F ∗ αt (3)

where, F is a learnable matrix and αt is the alignment vector.
For the experiments where we additionally used the CTC loss, the final ASR loss is

calculated as:

Lasr = λLctc + (1− λ)Laed (4)

where, Lctc is the CTC loss, Laed is the decoder loss and λ is the weighting factor that
determines the contribution of the separate loss functions to the final loss.

As true labels, we used the transcripts, augmented with named entity tags, in a way
that each word is followed by its tag. This way, the model will jointly produce ASR
transcripts and NER tags.

3.4 Multi-Task Approach

The multi-task approach is an attention-based encoder-decoder architecture, similar to
the augmented labels approach. The difference between them is that this approach has
two separate decoder branches. The first branch does the automatic speech recognition
and is like the one in the augmented labels. The second one does the named entity
tagging and it consists of BLSTM with a CRF layer on top. This approach uses hard
parameter sharing, where the encoder is shared between both branches. Since it is a
multi-task learning approach, we have two separate loss functions that need to be jointly
optimized. The final loss function is calculated as:

L = βLasr + (1− β)Lner (5)

where Lasr is the loss from the ASR decoder, Lner is the loss from the NER decoder,
and β is a weighting factor that determines the contribution of both loss functions.

Similar to the augmented labels approach, in the experiments where we utilized the
CTC loss, the ASR loss Lasr is calculated as in Equation 4.
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4 Experiments

In all the experiments, we used logarithmic filter banks with 40 filters and Adam op-
timizer [10]. For the multi-task approach, after the models converged, we additionally
froze the encoder and the ASR decoder and trained only the NER branch, which im-
proved the multi-task NER results on most of the data sets. We will refer to this model
as MT*. The code was developed using Pytorch and is publicly available. 1

Speech features consist of a large number of timesteps, so processing them using
a standard BLSTM network is computationally expensive. To deal with that we used a
pyramidal BLSTM network. The pyramidal structure reduces the computational time
by concatenating every two consecutive timesteps in each layer.

In the Finnish and English experiments, the encoder consists of 5 pyramidal BLSTM
layers, whereas in the Swedish experiments we used 3 normal and 2 pyramidal BLSTM
layers. The reason for that is because the Swedish data set consists of short utterances,
so there are not many timesteps to be processed. The hidden size of the BLSTM net-
works is 450 in all the experiments, except for the Finnish, where we used a hidden size
of 300. After the last BLSTM layer, a dropout of 0.1 is applied.

In the augmented labels approach, the decoder consists of a character embedding
layer with a size of 150 and a single layer LSTM network. For the English and Swedish
experiments, the LSTM has a size of 450, whereas for the Finnish experiments, it has a
size of 300. The location-aware element in the attention has 150 filters for the English
and Swedish, and 100 filters for the Finnish experiments. A dropout of 0.1 is applied
after the attention mechanism.

In the multi-task approach, the ASR decoder is identical to the one in the augmented
labels, for all the experiments. The NER decoder uses pre-trained 300 dimensional
fastText word embeddings as an input to the one-layer BLSTM. The size of the BLSTM
layer is 450 for the English and Swedish experiments, and 300 for the Finnish ones. The
BLSTM is followed by a fully connected layer with the same size and a dropout layer
with a probability of 0.1. In the end, the output is passed through a CRF layer that
produces the tag probabilities.

Since the English-Gold data is relatively small with only 148 hours, we used the
LibriSpeech data to pre-train the model and then fine-tune it on the English-Gold data
set.

In all the experiments, we allocated data for testing, which was not used during
training. As a loss function, we used the negative log-likelihood. For combining the
ASR and NER losses, as in Equation 5, we used β weighting factor of 0.8. For the
Swedish and English experiments, we additionally utilized the using CTC, together
with negative log-likelihood, like in the Equation 4, with a λ weighting factor of 0.2.

5 Results

In this section we present the results obtained on Finnish, Swedish, and English data
sets, comparing both the augmented labels and multi-task approaches. For the evalua-

1 XXX
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tion of the ASR results, we used the word error rate (WER) metric, and for the evalua-
tion of the named entity recognition results, we used the micro average F1 score.

5.1 Finnish Results

In Table 4, we can see how both the augmented labels and multi-task approaches com-
pare against the baseline ASR model in terms of WER when evaluated on the Finnish
parliament data. From the results, we can notice that both approaches perform in pair
with the baseline ASR model, falling slightly behind. We can also see that the multi-
task approach performs slightly better than the augmented labels approach in terms of
WER.

In Table 5, we can see how both approaches perform in terms of precision, recall,
and F1 score. Additionally, we evaluated our models on the original transcripts and
on the transcripts that were generated by the models. We used the multi-task and the
fine-tuned multi-task models to do the evaluation on the original transcripts. From the
results, we can see that the fine-tuned multi-task model performs slightly better than
the standard multi-task model. On the transcripts generated by the model, which is a
harder task, we compared both multi-task approaches, along with the augmented labels
and the pipeline approach. The ASR transcripts for the pipeline approach were gen-
erated using the multi-task model, for all the data sets. From the results, we can see
that the fine-tuned multi-task approach achieved the best F1 score. We can also notice
that both multi-task approaches perform better than the pipeline approach, whereas the
augmented labels approach falls behind.

Table 4. WER on the Finnish test set.

Model WER
Baseline ASR 34.95
AL 36.06
MT 35.80

Table 5. Precision, recall and F1 score for the Finnish test set.

Transcripts Model Prec Rec F1

Original
MT 93.70 92.88 93.29
MT* 93.75 93.69 93.72

Generated

Pipeline 93.63 85.64 89.46
AL 92.65 81.61 86.78
MT 93.35 87.80 90.49
MT* 93.17 88.80 90.93
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5.2 Swedish Results

Next, we present the Swedish results. In Table 6, we can see how both approaches
perform in terms of WER, in comparison to the baseline model. Similar to the Finnish
experiments, we can see that both models fall slightly behind the baseline ASR model.
Additionally, we can observe that the augmented labels approach performs better than
the multi-task approach.

From Table 7, we can see how our models perform on the NER task when evaluated
on the original and the generated transcripts. When evaluated on the original transcripts,
the fine-tuned multi-task model performs better than the standard multi-task model,
similar to the Finnish experiments. On the transcripts generated by the models, we
can observe that the augmented labels approach achieves the highest F1 score. We can
also observe that both the augmented labels and the fine-tuned multi-task approaches
outperform the pipeline approach.

Table 6. WER on the Swedish test set.

Model WER
Baseline ASR 33.44
AL 33.82
MT 34.58

Table 7. Precision, recall and F1 score for the Swedish test set.

Transcripts Model Prec Rec F1

Original
MT 97.76 91.27 94.40
MT* 98.32 93.48 95.84

Generated

Pipeline 69.35 79.37 74.02
AL 74.96 78.13 76.51
MT 70.14 77.94 73.83
MT* 74.19 76.67 75.41

5.3 English Results

Next, we present the results obtained on the English data sets. In Table 8, we can see
how our models perform in terms of WER when evaluated on the LibriSpeech and the
English-Gold test sets. From the table, we can see that both approaches perform slightly
better than the baseline ASR model trained on the LibriSpeech data. On the English-
Gold, on the other hand, the multi-task model performs slightly better than the baseline,
whereas the augmented labels yield worse results. Additionally, we can see that on the
Libri clean test set, both approaches perform really close, whereas on the Libri other
test set, the multi-task approach performs slightly better. Additionally, the multi-task
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approach performs better than the augmented labels on the English-Gold test set as
well.

On the NER task, when evaluated on the original transcripts, the fine-tuned multi-
task approach outperforms the normal multi-task approach on all the English data sets.
On the transcripts generated by the models, we can see that the pipeline approach is
better than our proposed E2E models on the LibriSpeech test sets. On the manually
annotated English Gold test set, on the other hand, the multi-task approach achieves the
best F1 score. Additionally, both the multi-task and the augmented labels approaches
perform better than the pipeline approach.

Table 8. WER on the LibriSpeech and English-Gold test sets.

Model Libri clean Libri other English-Gold
Baseline ASR 12.74 31.61 23.26
AL 12.34 30.88 23.51
MT 12.35 30.56 23.07

Table 9. Precision, recall and F1 score for the English test sets.

Libri clean Libri other English Gold
Transcripts Model Prec Rec F1 Prec Rec F1 Prec Rec F1

Original
MT 87.82 86.01 86.90 86.95 86.23 86.59 64.44 77.09 70.20
MT* 88.41 86.46 87.43 87.55 86.13 86.83 81.86 68.02 74.30

Generated

Pipeline 76.43 79.09 77.74 64.07 74.40 68.85 79.24 71.28 75.05
AL 79.77 63.47 70.69 70.21 52.15 59.85 82.60 69.30 75.21
MT 74.63 76.77 75.68 60.90 73.44 66.59 77.04 84.89 80.78
MT* 76.33 77.10 76.72 63.33 71.75 67.29 81.86 68.02 74.30

6 Analysis of the Results

To further investigate the NER performance of the models, we plotted confusion ma-
trices. In Figure 1, we can see how the augmented labels and fine-tuned multi-task
approaches perform on individual named entity classes on the Finnish data set. We can
notice from the confusion matrices that both approaches are doing a pretty good job at
detecting the entities, especially the location. On the other hand, they sometimes con-
fuse non-entities with entities. This is especially visible in the person and organization
classes, where some non-entities are tagged with either of them.
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Fig. 1. Confusion matrices for the AL and MT* models, evaluated on the transcripts generated
by the models, using the Finnish parliament test set.

Similar to the Finnish results, in Figure 2, we can observe that on the Swedish
data set, the models do not have difficulties recognizing the entities. Furthermore, we
can see that in a small number of cases, the models confuse the person entity with a
location. Additionally, we can see that most of the mistakes that the models make are
by confusing non-entities with entities, just like in the Finnish results.

Fig. 2. Confusion matrices for the AL and MT* models, evaluated on the transcripts generated
by the models, using the Swedish test set.

On the English-Gold test set, as shown in Figure 3, we can observe that the models
make more mistakes than on the other data sets. That is especially the case with the or-
ganization entity. The reason for that could be because there are far fewer organization
entities in the LibriSpeech and English-Gold data sets, in comparison to the other enti-
ties. To ensure that the bad recognition score for the organization entity is expected, we
additionally compared the score to the one obtained by the pipeline model. When eval-
uated on the test data, the pipeline approach also got a low score for the organization
entity. Generally, since the English-Gold data set is a combination of many different
data sets, it is expected that the domain mismatch negatively impacts the NER.
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Fig. 3. Confusion matrices for the AL and MT* models, evaluated on the transcripts generated
by the models, using the English-Gold test set.

In terms of model complexity, the multi-task approach has more parameters than the
augmented labels. For instance, the multi-task model trained on the LibriSpeech data
has 22.3 million parameters, in comparison to the augmented labels model, which has
19.6 million parameters. This is expected due to the fact that the multi-task approach
has an additional NER branch, which adds to the model complexity.

7 Conclusion

In this paper, we presented two approaches for end-to-end named entity recognition and
evaluated them on Finnish, Swedish, and English data sets. We showed that both ap-
proaches perform similarly in terms of WER, against the baseline model. Even though
the WER results are not in pair with the current state of the art, the goal of this paper
is to show that named entities can be learned in an E2E manner, without sacrificing
too much of the ASR performance. This allows the ASR part to be optimized for the
NER task and vice versa. In terms of the F1 score, both approaches achieve promising
results. When comparing both systems, the multi-task approach outperforms the aug-
mented labels approach on the NER task by a significant margin, in all the experiments,
except the Swedish, when evaluated on the transcripts generated by the models. When
compared against the standard pipeline approach, our proposed models achieve better
results on most of the experiments. Generally, we can say that the multi-task approach
is more flexible, allowing us to additionally fine-tune the NER branch, which gives an
improvement in almost all the experiments. In the future, we plan to replace the models
with a Transformer architecture and see how it performs in comparison to the BLSTMs.
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