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What is named entity recognition?

● Natural Language Processing (NLP) task

● The goal is to find entities in a text and classify them to predefined categories

● Some of the categories include: person, location, organization, product, date
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Challenges in NER

● Named entity ambiguity

● Data sparsity

● Unstructured data
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Data

● Digitoday dataset consisting of online technological articles

● Parliament dataset, containing Finnish parliament sessions, annotated using a rule-based system

● Yle Pressiklubi dataset, containing popular TV shows, annotated using a rule-based system

● Estonian dataset, used for transfering tags
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Methods
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Knowledge transfer

● Transferred tags from Estonian to Finnish

● Multilingual embeddings aligned in a single vector space, provided by MUSE

● Nearest neighbor search from Estonian to Finnish language

● Use thresholding to keep only the good translations

● Translate the word and take the tag from Estonian

● Person and locations names are almost the same in Finnish and Estonian - directly copy them
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Results

● Micro average F1 score for the Digitoday dataset
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Results

● Micro average F1 score for the Wikipedia test set
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Results

● Micro average F1 score for the ASR datasets
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Results

● Micro average F1 score for the Parliament dataset, where the model is trained without removing 
capitalization and punctuation
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Results

● Micro average F1 score for the ASR datasets, comparing only entities found by the rule-based system
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Results

● Micro average F1 score for the manually annotated subsample of the ASR datasets
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Conclusion

● Subwords usually help with modeling agglutinative languages like Finnish

● Knowledge transfer technique improved the results on the out-of-domain dataset

● Training the system with lowercase data improved the results on the dataset that did not have 
capitalization and punctuation
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