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Making Storytelling
a Personalized
Experience.

02



Motivation and Context
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Mitigating the disconnect

between working parents

and their children

Innocuous use of

smart devices

Reviving storytelling

culture a



INTRODUCTION

This asks the user to
record their voice

Mimics the voice of the
parent

This plays the generated
audio
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04APPLICATION INTERFACE

Child's Walkthrough Parent's Walkthrough



METHODOLGY
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EXPERIMENTS 

The
CNN

Linear Spectrogram 

Mel Spectrogram Number of Layers Number of Target Audios

https://soundcloud.com/pas-2020/sets
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Gender 

Difference
Age Difference

Less Time
Small Input

Dataset



FUTURE WORK

Languages and

accents

Finding

Similarity

Applying filters to

remove the noise

added by CNN

08Extending to

more domains Video game
voice overs

Hotline Chatbots
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