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Making Storytelling
a Personalized
Experience.




02

Motivation and Context

Mitigating the disconnect
between working parents
and their children

Innocuous use of
smart devices

Reviving storytelling
culture a



INTRODUCTION
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APPLICATION INTERFACE
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METHODOLGY

— HR —
Story Audio Spectroaram of
ry pectirog . The CNNI — - koot y
Base AUle L AT Wl B PN | | 'y [ "
. Spectrogram of Resulting Audio
G gt PHBER L2 1 EE e Resulting Audio
Parent's Audio Spectrogram of

Target Audio



EXPERIMENTS
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https://soundcloud.com/pas-2020/sets

DISCUSSION

Gender
Difference

Age Difference

Small Input

Less Time Dataset




FUTURE WORK

T Applying filters to
Languages and Finding PPYyIng

remove the noise

accents Similarity added by CNN

Extending to )

more domains Hotline Video game Chatbots
voice overs
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